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Abstract- Using wireless sensors worn on the body to monitor on some ad-hoc modeling approaches that are not always

health information is a promising new application. To realize motivated by fundamental principles. This can result in less
transceivers targeted for these applications, it is essential to isgtit xetdpoaainted n nprpitunderstand the body area propagation channel. Several numer- isgtit xetdpoaainted n nprpit
ical, simulated, and measured body area propagation studies modeling choices. Another approach is to use the Uniform
have recently been conducted. While many of these studies are Theory of Diffraction (UTD) [14]. UTD is an extension to
useful for evaluating communication systems, they do not directly ray tracing allowing the propagation channel to be described
consider physical propagation mechanisms forcing researchers in terms of the sum of rays diffracting around and reflecting
to rely on ad-hoc modeling approaches that are not always ofo oyprs[] hl hsapoc fescniealmotivated by fundamental electromagnetic principles. This can ofo oyprs[] hl hsapoc fescnieal
result in less insight into expected propagation trends and physical insight, it typically relies on a high-frequency asymp-
inappropriate modeling choices. To address this problem, we have totic approximation which is not valid at low frequencies, or
developed a simple and generic body area propagation model for tangentially polarized antennas placed very close to the
derived directly from Maxwell's equations. We then verify the human body [14]. This scenario is particularly important for
resulting analytical model by comparing it with measurements bd onatna hc utb o-rfl n hrfraround a body in an anechoic chamber. This paper describes bd onatna hc utb o-rfl n hrfr
the analytical derivation of this model and compares it with polarized tangent to the body in practice.
measurements of the electric field close to the body. In order to better understand physical propagation trends

1. INRODUTIONnear the body, we have developed a simple but generic
I. INRODUTIONapproach to body area propagation derived directly from

Wireless bio-medical sensors are a promising new appli- Maxwell's equations. This approach is valid regardless of the
cation made possible by recent advances in ultra low power distance of the antenna from the body and can be extended
technology [1]. Each sensor measures parameters of interest for arbitrary antenna polarity and frequency. We begin by
and sends the data in short bursts to a central device, such as developing the solution for an infinite line source in the
a PDA. Both the sensors and the PDA are worn directly on vicinity of an infinite lossy cylinder, based on the addition
the body. Examples include sensors to observe brain activity theorem for Hankel functions. We then numerically calculate
for recording or warning against seizure events, or sensors to the inverse Fourier transform of the line source to obtain
examine heart activity for diagnosis and automatic emergency the fields due to a point source, representing the antenna,
calls. The large diversity and potential of these applications near a lossy cylinder, representing the body. Finally, we have
makes it an exciting new research direction, validated this approach by comparing the fields predicted by

In order to develop efficient low power radio systems for this simple model with actual measurements around the human
use near the human body, we require simple and generic body in an anechoic chamber.
body area propagation models. Measurements [2]-[5] and This article summarizes our approach to analytical body
Finite Difference Time Domain (FDTD) simulations [6]- area propagation modeling. Section 11 begins by outlining
[81 have successfully described very specific communication the various steps in our analytical developments. This outline
scenarios. Using measured or simulated results, complete serves as a generic recipe which can be applied for different
statistical ultra-wideband models have been developed in [9], antenna polarizations. To demonstrate this approach, section
[10] and standardized by the IEEE [11]. Some of these III reviews the well-known solution for a line-source near a
approaches have already proven effective for evaluating body lossy conductor focusing on the specific case of a vertically
area communication system proposals [12], [13]. However, polarized current source. In the exact solution, the Transverse
measurements and simulation do not directly consider th90Electric (TE) and Transverse Magnetic (TM) waves are cou-
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Fig. 1. Proposed two-step procedure for body area modeling. First we obtain
the solution for a line-source near a lossy cylinder. Second, we transform the
solution to a point source by taking its inverse Fourier transform.

pled upon scattering by the cylinder [ 15]. We will omit this
coupling in our analysis by neglecting the small 4 components "
of the scattered and incident fields. This simplifies the mathe-
matics while providing an adequate approximation of the exacta
solution. To obtain a realistic model of a very small antenna
close to the body, Section IV performs a numerical integration
to transform the line source into a point source. Section V then
compares the resulting model with measurements taken near a
body in an anechoic chamber. Finally, Section VI summarizes

the ajorconlusins o ths stdy.Fig. 2. Geometry and coordinate system for our analysis
11. GENERIC APPROACH TO BODY AREA MODELING

Figure 1 summarizes our proposed approach to body area Throughout this article, we focus on the special case of a
modeling. We model the antennas as a point source with some vertically polarized point source, but the general approach can
polarity, and the human body as an infinite lossy cylinder with be repeated for other polarities.
arbitrary material parameters. A point source is a reasonable
approximation of an antenna if the antenna size is small 111. LINE SOURCE
compared with the wavelength. This is normally the case for Figure 2 provides a more precise diagram of our geometry
compact body-worn devices. A lossy cylinder is a reasonable emphasizing the major variables used throughout our analysis.
first order approximation of a human body allowing us to An infinite cylinder of radius a is oriented along the z-axis
take into account many propagation phenomenon including at the origin of our coordinate system. An infinite linear
diffraction around a curved lossy surface, reflections off the current source is located at cylindrical coordinates (p', 05'). We
body, and penetration into the body. All of these effects are begin by deriving the solution of the non-homogeneous wave
expected to play a role in body area propagation, though eqainlkngtecrntndhemntcvcorpeta:
the relative importance of each effect will depend on such eqainlkngtecrntndhem ntcvcorpeta:
factors as the frequency, polarity, radius of curvature, and (V2 + k2 )A = _e Jk~z6 (X_ X')6(y _y') (1)
tissue properties. Thus, our chosen geometry will allow us to
explore many important body area propagation phenomenon The right hand side of this equation represents a z-directed
while still remaining analytically tractable so that a solution conducting line source at position (x', y'). The term e-jk.,z
can be derived directly from fundamental principles, indicates that the current along this line is a traveling wave

In order to derive the electric fields around and inside a with a vertical propagation constant k,. This choice of current
lossy cylinder resulting from a point source, we follow a two will allow us to convert it to a point source by means of an
step procedure as indicated in Figure 1. First, we solve the inverse Fourier transform in Section IV.
problem of a linear current source located outside a lossy The general solution to this differential equation can be
cylinder. The solution to this problem can be obtained by written as the sum of the solution to the homogeneous equation
using the well known addition theorem for Hankel functions to (V2 + k 2 )Ah =0, and any particular solution to equation
represent the displaced cylindrical waves of the line source by (1). The homogeneous solution corresponds physically to the
a superposition of un-displaced cylindrical waves originating scattered field due to charges on the surface of the cylinder.
from the origin. This allows us to easily enforce the boundary The particular solution corresponds to the incident field from
conditions around the surface of our lossy cylinder. Section the line source propagating through free space without the
III describes the details of this step. Second, we convert the presence of the lossy cylinder. The scattered and incident
line source to a point source by performing an inverse Fourier fields are described in Sections 111-A and 111-B respectively.
transform of the current source along the vertical spectral Section 111-C describes the total solution obtained by summing
coordinate (k,). This approach takes advantage of the fact that the scattered and incident fields and enforcing the boundary
the point source represented by the dirac function 6(z -zo) conditions along the surface of the cylinder.
and a line source represented by ci'jk (Z+ZO) are Fourier
transform pairs. The transform must be obtained numerically A. Scattered field
using a contour integral to avoid a singularity in the line To obtain the homogeneous solution representing the scat-
source solution. Section IV describes the details of this step. 91 tered field, we will expand the homogeneous equation in



cylindrical coordinates and assume there is a solution for Ah
aligned in the z-direction:

(V2 +k k2 )Ah

1 a
2AZ 2AZ 2

+ aZ k Aý )z

0 (2)

In reality, our current source varies along z so that the solution
is not perfectly aligned in the z-direction but also has ý3 and 'p
components. However, we have observed that simply ignoring
the ý and ý components provides a good approximation to
the exact solution for observation points in the same plane
as the antenna. Thus, for the purpose of demonstrating our
approach, we will ignore these components in this article since
it simplifies the derivation.

Equation (2) can be solved through separation of variables
by setting Az(p,o', z) = R(p)4)(')Z(s) and defining the
following separation constants mn2 and kz:

1 a2 4)(0) 2(3)

1 a 2 Z(Z) k2(4
Z(Z) 19Z 2  (4

These equations together with (2) allow us to write three
equations separated in terms of (D, Z, and R as follows:

a2.b(0) 2

a02

0

0

o " ( RP) + ~ m2_M2)R(p) - 0 (7)

with

k2 k (8)

The solutions of equations (5) and (6) are harmonic functions
of the form 4)(') =ae jm'b and Z(z) =be- *k- respectively.
Equation (7) is a Bessel's equation of order m having a
solution that can be written in terms of Hankel and Bessel
functions of the form R(p) - cH,(,2)(kpp) + dJm,,(kpp) where

H. 2(kpp) and Jm ,(kpp) represent the Hankel function of
the second kind with order mn and the Bessel function of
the first kind with order m respectively. Since we have set
Az(p,O, z) =R(p)~(P()Z(z), the solution for the homoge-
neous equation is of the following form:

Ah(P) - ae-im~be -jkz (eHn) (kpp) + dV.n(kpp)) 2

=e -Jmke jk~z (a'H.() (kpp) + b'Jm (kpp) ) 2

(9)

The constants a' and V' will be determined from the boundary
conditions of our geometry in Section 111-C.

observation
point

x

Fig. 3. Displaced cylindrical harmonic and its displaced coordinate system

B. Incident field

It is clear from this geometry that the i component of the
electric field radiated by line source will take the form of
an outgoing cylindrical traveling wave represented mathemat-
ically by a Hankel function of the second kind [15]:

Aý:.(R) 4j HO2 (kpR)i (10)

where R is the distance from the source to the observation
point (see Figure 3). As in Section IllI-A, we have ignored
the ý and ý components of the field to simplify the problem
so our resulting expressions will only approximate the exact
solution.

When the current source is not centered at the origin, but
centered at p' it is convenient to use the addition theorem for
Hankel's functions [ 16]. This theorem states that a displaced
cylindrical wave can be represented by the superposition
of un-displayed cylindrical harmonics (see Figure 3). This
representation will help us in Section HI-C to enforce the
boundary conditions along the surface of the cylinder. The
addition theorem for Hankel's functions can be represented
mathematically as follows:

-0(2 (kpR)

,.-00Jm(kpp')Hm(2)(kpp)eim(O-O ') > P,,

This can be substituted directly into equation (10) to obtain the
particular solution Ap (p) in terms of un-displaced cylindrical
harmonics.

C. Total field

The complete solution to the non-homogeneous solution is
the sum of the homogeneous and particular solutions obtained
in Sections I11-A and Ill-B respectively:

ATOT(P) =Ah(P) + Ap(p) (12)

Combining this with equations (9) and (10) together with the
addition theorem from equation (11) allows us to write the
total solution as follows:

92 ATOT(P) - e0 0jkRmzkpp0 (13)
92~l(/ ATOTRm =ke4j)Y4Jm=_00



Rrn(kpR) =

J.(k 1pp)A,,

J,,(kp2 P2)H.)kpP' + p~2p)B.{Jm (kp 2P')H.(1 (kp2P) + H. 2(kp2p)B.

The boundary conditions can now be applied to determine

p < a the constants Am, and Bin,. Those conditions state that the

a < p < pl tangenitial components of the electric and magnetic fields are

>, continuous at the surface of the cylinder. Expressed mathe-
P P matically:

(14)

k =Wfol (15)

k w2 =WfEA0ijio (16)

kp2 ±+kZ k2 (17)

In equation (14), we note that the homogeneous solution
inside the cylinder (p < a) can only contain Bessel functions
since the Hankel functions approach infinity at the origin.
Physically, this means that the solution inside the cylinder
consists of standing waves. The solution between the line
source and the cylinder (a < p < p') contains both Bessel
and Hankel functions. The solution beyond the source, (p >
p') consists only of Hankel functions since Bessel functions
approach infinity for large complex arguments. Physically, this
means that the solution outside the cylinder contains outward
traveling waves generated from the line-source and charges
on the cylinder. The variables k, and k2 represent the wave
numbers inside the cylinder and in free-space, respectively.
They are defined in terms of the angular frequency (w), the
free-space permittivity (Eo), the free-space permeability (bta),
and the relative effective permittivity and permeability of the
lossy cylinder (El and [il respectively).

To obtain the electric field from the total vector potential,
we start with the following two relations:

E = VV-jwA

V. -A = jwfpV

(18)

(19)

Equation (18) indicates that the electric field can be written in
terms of the scalar electric potential V due to an accumulation
of charges, and the vector magnetic potential A due to a time-
varying magnetic field. Equation (19) is the Lorentz condition
used to define the vector magnetic potential. Combining these
equations with equation (15) gives

E - 1 [k 2 + V(V.)]A (20)

Substituting equation (13) into equation (20) yields

1 1i 2e jk~z eOo in("'~)R..(kpp) (1
jwpE 4j inP

The magnetic field is obtained directly from the definition
of the vector magnetic potential as follows:

H 1-V xA (22)

Substituting equation (13) into equation (20) yields

Ho jký. ejm(" ')R1 (kpp) (23)

HP 'e jk~z E 6 jm(0 0')Rm(k~p) (24)
P M-00

EZ2(P= a) =E~i(p =a)

H02(P= a) =H01(p =a)

where E, 2 and E,ý, represent the z component of the electric
field just outside and just inside the cylinder respectively.
Similarly for H0 and Hol. Combining equations (25) with
(21) allows us to solve for A,,:

A,,m

1162 1Jm.(kpia)Bm, Jrn(kp2a) Il(2(kp2p'
Al ~i C1ký 2

H,(,,)(k, 2a)

In a similar manner, a second independent equation can be
obtained by combining equations (23), (26), and (27) yielding

Bm m(kp2a)m (kp2P)m. (kp2P) (8

Equtins (27 -J pand (28)(my p2pearcomplicted butthe

Al 2

Eqaios(27) an (28 1() ma Haparcopicated (30)he

cafte Abadmae calculated eslonacmusing equfatiionse (27ian

(28),theorsul can be substitued inttrsof otequation (21) tobtain

Atheeecri fielad ore into aedusn equations (23) and (4 ooti h

magnetic field for a vertically polarized line source near a
lossy cylinder.

IV. POINT SOURCE

Section III derived the electric and magnetic fields due to a
line source near a lossy cylinder. This section will convert this
line source to a point source to more accurately represent a
small body-worn antenna. To perform this transformation, we
can take advantage of the following Fourier transform pair:

6(Z -za) 00 ejk~zE~jk~zodkz (31)

Since the excitation can be written as a superposition of
spectral components (integral versus kz), then the field can
also be written as a superposition of such components since
the system is linear. This leads to the following integral along

Ez,TOT =+JfE, eik Z-dk,

where E,,TOT is the total electric field due to a point source,
and E, is the z component of the electric field due to a line

93suc given in equation (21). Thus, the field due to a point

(25)

(26)

(27)

(32)
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Fig. 4. A parabolic contour integral around the singularity at k. ko is a
good numerical method for evaluating the inverse Fourier transform needed
to obtain the solution for a point source.
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Fig. 5. Measurement positions taken around a human torso in an anechoic
chamber.

source can be computed by summing together the fields due
to an infinite number of line sources with currents e-jk.,Z

The integration in equation (32) must be performed numer-
ically using a contour integral in the complex plane to avoid
a singularity in E, when k, is equal to the free-space wave
number ko (see Figure 4). We have found that a parabolic
contour defined as in Figure 4 together with Simpson's Rule,
suitable for parabolic functions, provides a practical numerical
integration technique that rapidly converges to a good approx-
imation of the solution.

V. COMPARISON WITH MEASUREMENTS

Obviously, the geometry considered in the previous sections
does not perfectly represent an antenna and body. Thus, we
have compared our simplified model with measurements of the
electric field close to the human body using actual antennas.
Section V-A describes our measurement setup, while Section
V-B compares our model and measurement results.

A. Measurement setup

An HP8753ES vector network analyzer (VNA) is used to
measure the S21 parameter between two antennas placed at
various positions on a human body in an anechoic chamber.
The two antennas are connected to the VNA using 6 meter
low-loss coaxial cables. Measurements are taken at 915 MHz
and 2.45 GHz.

The same small, low-profile Skycross SMT-8T025-MA [171
antennas are used for all measurements. The antennas are 50.5
by 28 by 8 mm in size and weigh only 4.2 grams. These
antennas were chosen since they are close to the size and
profile requirements typical of comfortable body worn sensor
devices [1]. Furthermore, they have a wide bandwidth which
minimizes degradation resulting from the antenna being de-
tuned when placed near the body [18]. 94 of the effects are multiplicative [8], [10].

The distance between the body and the antenna can sig-
nificantly influence the pathloss and needs to be carefully
controlled [3]. We control this separation by putting a 5 mm
dielectric between the body and the antenna. In the same
manner as [9], the antenna is taped to this dielectric and held
against the body using tight elastics so they can not move
while a measurement is being made. In all cases, the antennas
are mounted so they are vertically polarized parallel to the
body surface.

We analyze the antenna matching by measuring the S11
parameter in free-space and close to the body. In free space,
the SlII parameter is below -10 dB across the band of interest
indicating the measurement setup itself does not introduce
significant loss. When mounted on the body, the SlII parameter
can vary depending on the placement of the antenna on the
body. It remains good at 915 MHz (SIlI < -10 dB) but in
some cases becomes marginal at 2.4 GHz (SIlI < -5 dB). It
is possible that the coaxial cable and connector may influence
antenna parameters. However, the display on our VNA remains
stable when we move the cables indicating they do not radiate
enough energy to appreciably alter our results.

Figure 5 shows where the antennas are placed on the
body. All channel parameters are extracted from measurements
performed in 2 planes separated by 20 cm along the vertical
axis (see left diagram). The right diagram shows where the
antennas are placed for each plane. The receiver positions are
marked with circles, while the transmitter is marked with a
box around the circle. The transmitter is always placed on the
front, and the receiver is placed at distances of 10, 15, 20, 25,
30, and 40 cm measured around the perimeter of the body.

B. Measurement and model comparison

Figures 6 and 7 compare measurement and model results for
900 MHz and 2450 MHz respectively. The circles represent
the S21 measurements taken at various positions around the
body as shown in Figure 5. The dashed line connects the
mean pathloss in the log domain at each measured distance.
The solid line is calculated based on our analytical model
developed in Sections III and IV. We have assumed a radius
of 13.3 centimeters which roughly corresponds to the average
radius of the body used in our measurements. We further
assume the lossy cylinder has a conductivity of or = 0.94294
S/in at 915 MHz and a =1.7388 S/in at 2450 MHz, and a
relative permittivity of E= 55.032 at 915 MHz and e = 52.729
at 2450 MHz. This roughly corresponds to the dielectric
properties of muscle tissue [19].

There is a large variance in the pathloss measured at a
particular distance around the torso consistent with other
measured and simulated results [8], [9]. This variance can be
attributed to several physical factors including random interac-
tion of the antenna and body at different locations, reflections
off the arms or floor, and variations in the local curvature or
tissue properties. Furthermore, distance measurements made
on a body are only accurate to about ± 1 centimeters which
can also contribute to this variance. Since our analytical model
is based on a uniform lossy cylinder and does not incorporate
antenna losses, we can not expect it to take into account these
fluctuations. Some researchers have proposed to model these
contributions using a log-normal random variable since many
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Comparison of the dashed and solid curves indicates that
the analytical model provides a good approximation of the
average pathloss trends around the body, particularly on the
front and sides. Furthermore, it accurately predicts a change of
slope in the pathloss around the back of the body which has
been observed in several other studies [7]-[9]. This change
in slope can be at least partially attributed to clock-wise
and counter-clockwise waves combining on the backside of
the body, though the situation is likely more complicated at
lower frequency where some penetration through the body is
expected.

Comparison of the dashed and solid lines indicate that the
model may be less accurate when antennas are located on
opposite sides of the body. One possible explanation is that
some effects not incorporated in our model, such as arm and
ground reflections, play a larger role when the antennas are on
opposite sides of the body. This explanation makes physical
sense and has been suggested in some studies [2], [3], [20].
However, we also note that less measurements were taken
on the back side of the body. Given the large variance of
the measurod results, it is possible that our estimate of the
average pathloss versus distance (the dashed line) is simply
less accurate in this region.

VI. CONCLUSIONS AND FUTURE WORK

We have proposed a generic approach to understanding body
area propagation by modeling the body as a lossy cylinder
and the antennas as a point source. Since this approach

is derived directly from fundamental principles and can be
extended to all frequencies and polarities, it well compliments
existing numerical and measured statistical models which are
limited in scope and are not always physically motivated. To
predict the fields for this arrangement, we propose a two step
procedure. First, the well-known solution for a line-source near
a lossy cylinder can be derived using the addition theorem for
Hankel functions. Second, the line-source is converted to a
point source by taking the inverse Fourier transform of the
line source solution. To demonstrate this procedure, we have
derived the solution for a vertically polarized line source. We
then proposed a parabolic contour integral to convert this
solution to a point source. We have compared the resulting
model with measurements taken around the surface of the
body. The model accurately predicts the average pathloss
trends in most cases. However, more measurements are needed
to determine the accuracy of our model when antennas are
located on opposite sides of the body.

While the approach presented here is general, we have
only presented results for a vertically polarized point source.
Furthermore, we have simplified this problem by ignoring the
ý and l3 components of the electric field. In the future, we
will present a complete solution to the problem incorporating
all field components. Furthermore, we will consider other
antenna polarities and make additional anechoic chamber
measurements.
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