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Abstract

Current methods for assessing the effect of propagation impairments on the link-level performance of wireless communications systems either yield results that apply to certain specific channel conditions or only produce statistical summaries of system performance over a wider range of conditions.  Here, we show that a polynomial response surface model can efficiently represent the bit error rate performance of a wireless communications system as a function of standard channel parameters. The result may be used as an complete yet compact equipment performance model useful in higher level system simulation or as an aid to visualization of system performance.  When two channel parameters are considered, a fifth-order polynomial is sufficient to model the bit error rate performance over a reasonable range of channel conditions. This implies that a complete description of system performance can be captured using just twenty-one parameters.  Furthermore, compared to regular sampling, adaptive sampling of the response surface can significantly reduce the time and effort required to generate a response surface model from physical layer simulations.  While the results presented here were generated by simulation, our response surface model and adaptive sampling method could also be applied to experimental methods that assess the link-level performance of wireless communications systems using RF channel emulators.
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Chapter 1 

 Introduction

This thesis is concerned with the development of efficient strategies for representing and evaluating the effect of propagation impairments on the link-level performance of wireless communications systems.

In very simple cases, the link-level performance of a wireless communications system can be adequately characterized simply by determining the manner in which bit error rate (BER) degrades as the signal-to-noise ratio (SNR) at the receiver input decreases.  Such a result provides a complete description of link-level performance, but only under relatively benign conditions, i.e., a time-invariant and frequency-flat channel.  However, as wireless systems move to higher frequencies, become more complex, or are deployed in more challenging environments, it is often necessary to account for the effects of a time-varying and/or frequency selective channel.  The simple BER curve becomes a complex function of many variables including SNR at the receiver input, delay spread, Doppler spread, and Ricean K-factor.  
Current methods for assessing the effect of propagation impairments on link-level performance either yield results that apply only to certain specific channel conditions or only produce statistical summaries of link-level performance over a particular set of channel conditions.  While adequate for some purposes, a more complete description of link-level performance is required for applications such as system-level simulation or visualization of link-level performance.  In principle, one could provide such a description simply by computing or measuring the bit error rate or similar metric for all possible combinations of the multiple parameters that describe the propagation channel.  However, this approach is both cumbersome and time-consuming.  
In this thesis, we show how the complex manner in which propagation impairments jointly affect link-level performance may be efficiently yet completely captured in the form of a polynomial response surface model. While our results are generated from simulations, they could equally as well be generated from measurements of actual equipment using an RF channel emulator and a bit error rate test set.  The results may be used as an efficient lookup table (or equipment response model) useful in system-level simulations or as a compact representation useful as an aid to visualization of system performance over a broad range of channel conditions.  Moreover, we show that the time and effort required to evaluate the model can be significantly reduced through adaptive sampling of the propagation parameter space.  
Our results have considerable practical significance.  For example, early results of our work have been presented to and have influenced the outcome of the IEEE 802.11T task group on wireless performance prediction.
This thesis is organized as follows:
In Chapter Two, we review the strengths and limitations of alternative approaches for evaluating, representing, and comparing the performance of wireless communications systems in the presence of propagation impairments and suggest ways in which these schemes can be enhanced or improved.

In Chapter Three, we show that polynomial response surface models can be used to efficiently represent the performance of wireless communications systems as a function of propagation channel parameters for the purposes of both visualization of link-level performance and higher-level system simulation.

In Chapter Four, we show that adaptive sampling can be used to significantly reduce the effort required to generate a polynomial surface response model from physical layer simulations.

In Chapter Five, we draw conclusions, assess the limitations of the present work, and offer recommendations for future work.

In the Appendices, details of the software used to generate the results presented in Chapters Three and Four are presented together with additional results. In Appendix A, we present the software used to visualize the performance of wireless communication systems. In Appendix B, we present the software used to generate Propagation Performance Envelope representations of system performance. In Appendix C, we present the software used to generate polynomial response surface models. In Appendix D, we present the software used to implement adaptive sampling.
Chapter 2 

Approaches to Characterization of the Performance of Wireless Communications Systems in the Presence of Propagation Impairments

2.1 Introduction

In very simple cases, the link-level performance of a wireless communications system can be adequately characterized simply by determining the manner in which bit error rate (BER) degrades as the signal-to-noise ratio (SNR) at the receiver input decreases, as shown in Fig. 2.1.  Such a result provides a complete description of link-level performance, but only under relatively benign conditions, i.e., a time-invariant and frequency-flat channel.  
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Fig 2‑1 Performance comparison different modulation schemes with AWGN

As wireless systems move to higher frequencies, become more complex, or are deployed in more challenging environments, it is often necessary to account for the effects of a time-varying and/or frequency selective channel.  The need to characterize their performance and verify their reliability over a broad range of channel conditions is becoming increasingly important.  Theorists, systems engineers, hardware designers, and systems integrators all have an interest in the results.

In this chapter, we review alternative approaches to characterizing the performance of wireless communications systems in the presence of propagation impairments.  In Section 2.2, we review the system signature concept introduced by Emshwiller and others in the 1970’s for characterizing the performance of long haul digital microwave radios in the presence of multipath fading. In Section 2.3, we review current approaches to the problem of characterizing the performance of wireless communications systems in the presence of propagation impairments. In Section 2.4, we introduce possible ways to address the shortcomings of current approaches that will be developed further in Chapters Three and Four.

2.2 The System Signature Concept
Among the first efforts to characterize the effect of a time-dispersive (frequency selective) channel on the performance of a digital wireless communications system was the system signature concept.  Introduced by Emshwiller [1] in 1978, it was intended as a method for capturing the manner in which link outage time depends on multipath delay. 
An outage event is said to occur when the system performance (BER) degrades to some threshold for not more than ten consecutive seconds. If the event lasts for more than ten consecutive seconds, the link is simply unavailable. Emshwiller chose a BER of 10-3 as a performance threshold and used a simple two-ray fading model to estimate the outage time. In this channel model, three parameters are considered. One of them is delay ( of the interfering ray, which is fixed to some value. The other two parameters are amplitude ( of the second ray and frequency offset. All of these parameters have reasonable physical meanings. Through computer simulations of an 8PSK modem, he obtained a set of curves corresponding to amplitude ( of delayed path versus frequency offset. One curve which is obtained when ( equal to 6.3 ns is shown in Fig 2-2. 
In reference to their shapes, this set of curves is so called M-curves. The two dimensional contours (M-curves) separate the regions where the system performance is acceptable from those regions where system performance is unacceptable.


[image: image2]
Fig 2‑2 M-curve for 8-PSK modem and 6.3 ns delay   

In 1978, Greenstein and Prabhu [2] and Jakes [3] suggested a similar idea at the same conference. The extended versions of their papers [4-5] were published in 1979 in IEEE Transactions on Communications. They both used two-path multipath model to predict the system outage. It was assumed in their papers that the direct path has fixed amplitude and the amplitude of the delayed path follows exponential distribution, and the delay for the second path is also exponential distributed. Different criteria are used to decide the existence of outage event in their research. BER is chosen as performance threshold by Greenstein and Prabhu; but the BER value (10-6) is much smaller than the one chosen by Emshwiller. While, Jakes defined that outage event occurs when the peak-to-peak delay within the signal band exceeds some constant times the symbol period. 

All the works mentioned above assume that without multipath equalizer outage time was dominated by multipath frequency-selective fading rather than by additive white Gaussian noise. So in their work, AWGN was not considered in the channel model. In 1978, Rummler and Lundgren developed a simplified three-path model [6]-[7]. Due to the consideration of thermal noise, four parameters should be included into the channel model; where parameter a is the amplitude of the direct path; parameter b is the relative amplitude of the delayed path; ( is still the delay of the second path which is chosen as 6.3 ns and f0 is the notch frequency. The amplitude of all the paths are scaled as A = -20loga; and B = -20log (1-b). For the radio system they studied then, Limdgren and Rummler found that outage time is dominated by fading rather than by thermal noise. So, they remove the parameter A from the model, and obtained a set of curves which is corresponded to parameter B and f0. These curves are called W-curves for their shapes. 

Later, Rummler implemented this three-path model in the determination of multipath outage in the presence of thermal noise [8]. In this case, M-curves are not adequate to represent the system signature any more. A set of curves (critical A-B curves) were used to replace W-curves. In the critical A-B curves, sets of fade level A and relative notch depth B which produces a 10-3 BER at some specific notch frequency are plotted in a two dimensional graph.

Besides the two-path channel models and three-path channel models, another kind of channel models, polynomial channel models were also investigated by several researchers [9-11].

To predict the system performance, an accurate channel model is very important. The channel models introduced above are all statistical models. They are only applicable to the line-of-sight case. For simplicity, the channel is assumed that it includes at most three paths. Even for three-path models, usually the first path has little difference with the second path, and the delay between the two paths can always be neglected. Apparently, these assumptions are not true in most of the real environments. 

It was concluded by Greenstein and Shafi [12] that there were three approaches can be used to find the parameter region, over which the performance threshold is exceeded. They are laboratory measurements; mathematical analysis and computer simulation. At that time, each approach has its limitations and advantages. The simplicity of the channel model makes the mathematical analysis possible and easy to be done. But, the shortage of powerful and convenient measurement instruments makes the laboratory measurements much difficult; and the low speed of computer makes the computer simulation unacceptable.

 The problems encountered at that time, including selection of an appropriate channel model or obtaining the system signature, can be solved today. Currently, many multipath fading channel models are developed for various environments, such as Rayleigh fading channel model and Rician fading channel model, etc. These models are obviously more complex than the statistical models used in 1980s, so the mathematical analysis for the system performance is much more complicated. But the powerful and convenient measurement instruments (such as various channel emulators) make the laboratory measurement easy to be done. And computer simulation is another good choice given the existence of powerful physical layer simulation software and high-speed computers.
2.3 Current Approaches
Two common methods are currently used to assess the link-layer performance of wireless communications systems over time-varying or frequency-selective channels. In the first method, the channel is modeled as a finite impulse response (FIR) filter with specified tap delays and amplitudes that represent either typical or bad conditions in various environments. Such models are typically used to assess the ability of some signaling scheme (or some equipment) to deliver a specified level of performance (e.g., a BER greater than some minimum value) in a particular class of environment.

Table 2‑1 JTC channel model parameters for indoor office areas

	TAP
	Channel A
	Channel B
	Channel C
	Doppler spectrum

	
	Relative Delay (nsec)
	Average Power (dB)
	Relative Delay (nsec)
	Average Power (dB)
	Relative Delay (nsec)
	Average Power (dB)
	

	1
	0
	0
	0
	0
	0
	0
	Flat

	2
	50
	-3.6
	50
	-1.6
	100
	-0.9
	Flat

	3
	100
	-7.2
	150
	-4.7
	150
	-1.4
	Flat

	4
	　
	　
	325
	-10.1
	500
	-2.6
	Flat

	5
	　
	　
	550
	-17.1
	550
	-5
	Flat

	6
	　
	　
	700
	-21.7
	1,125
	-1.2
	Flat

	7
	　
	　
	　
	　
	1,650
	-10
	Flat

	8
	　
	　
	　
	　
	2,375
	-21.7
	Flat


    Many international or national organizations that contribute to standardization of communication systems, such as the Institute of Electrical and Electronics Engineers (IEEE) and the European Telecommunications Standards Institute (ETSI) provide some standard models for modeling and simulating mobile radio channels in various environments. For example, Table 2-1 shows the channel model parameters recommended by JTC (Joint Technical Committee) for PCS Air Interface Standards. This standard is developed for indoor office areas. 

From Table 2-1 we can see that all the parameters are fixed to some specific values in order to represent a typical condition encountered in indoor office areas. Thus, the performance of the system we obtained through this standard model is also specific for this condition. There is always some performance threshold (for example, BER) used to determine if the system performance is acceptable. 

In many cases, a simple pass or fail test under standard environments form the basis of contractual obligations between equipment vendors and system operators. But, when comparison of the performance of alternative schemes or equipments is considered, the simple pass or fail test is not enough. The comparison should be made in various environments, not only in standard conditions. 

The second method improves the first method a lot, so that dynamic nature of the environment is considered while assessing the performance of wireless communications systems. In this method, a complete first-order statistical description of the FIR model parameters applicable to a particular environment are given and used to generate a range of channel behavior which is typical of the environment. This method can also be called Dynamic Environment Emulation (DEE). The DEE allows user to cascade multiple static parameter “states” to emulate a dynamic propagation environment. In DEE, a group of parameters which can be defined by the first method is represented as a state. A sequence of such states creates a test scenario. With this method, the range of system performance and the probability of system outage in specific environments can be predicted. 

This method can simulate the system in real environment if the complete first-order statistical description of the FIR model parameters for that particular environment is available. However, the detailed propagation models of specific environments are not easy to obtain. Even if the detailed propagation models can be obtained, the profiles generations for all the states are still a big issue. When this method is applied to network level simulations, the long simulation time for DEE is also unacceptable. For the comparison of the two schemes or equipments, this method is obviously better than the first one. The equipments or schemes can be compared in dynamic environments. The system outage time or performance range can be compared. But these comparisons are only suitable for some specific environments. 
2.4 Some New Approaches
After reviewing current approaches to characterization of the performance of wireless communications systems in the presence of propagation impairments, we know that these schemes suffer from significant limitations when applied to network level simulations or comparison of the performance of alternative schemes when detailed propagation models of specific environments are not available. In this section, some new concepts will be introduced that seek to improve the current approaches. 

2.4.1 Propagation Performance Envelope
   The performance of wireless communications systems are usually represented by a set of curves where the BER is plotted against one of the channel parameters. Usually the BER is plotted against Es/No when the AWGN is assumed to be the only impairment during propagation. When multipath fading is considered, BER may be plotted against some other channel parameters, such as Rician K factor, RMS delay or Doppler spread, etc., as has been done by various researchers [13-16]. In these papers, the performance is represented in a two dimensional graphs. In these graphs, the BER was plotted against one of the channel parameters with another channel parameter changed by step. For example, a set of curves are obtained when the BER is plotted against RMS delay/symbol period (τ/T) with different Es/No. 

   This representation can be shown in another more intuitive and direct way. Because performance is related to two channel parameters, the BER can be plotted in a three dimensional graph. Actually, we want to consider more channel parameters simultaneously when assessing the performance of wireless communications systems. The notion of a system signature gives a new direction. The performance of the wireless communications systems can be represented by system signature in a two dimensional graph, and at the same time, two parameters are considered simultaneously. For the sake of visualization, at most three-dimensional graphs can be considered to represent the BER. When the idea of system signature is implemented in three dimensions, a new concept is introduced, the propagation performance envelope (PPE). Obviously, the channel model used to generate PPE is different from the statistical models used to generate system signature. Standard channel models that can present various propagation environments are used to generate system performance in those environments. 

   Similar to the system signature, the propagation performance envelope is still the boundary between the parts where the performance is unacceptable and the parts where the performance is acceptable. The propagation performance envelope is a surface defined by a set of channel parameters for which a certain performance criterion (usually the BER) is satisfied. The PPE can be obtained by three steps. 

1) A performance threshold is decided (Usually the BER). 

2) When two of the channel parameters are changed by step, the third channel parameter is found by binary search to meet the BER threshold (the difference between the BER threshold and obtained BER is smaller than some threshold). 

3) The set of parameters which satisfied the BER threshold are plotted in a three dimensional graph. 

      An example of PPE is shown in Fig 2-3 to compare with the system signature shown in Fig 2-2.When the performance of wireless communications systems is represented by PPE, the effects of three channel parameters on the system performance can be shown in one graph. 

[image: image3.jpg]RMS delay/ symbol period

0.2
0.15
0.1

0.05

0
200

Maximum Doppler Freq(Hz) 0

10

sampletime = 4.1667e-4s

K-factor.= 30dB
BER thresthiol

BER tolerance
simulation time = 50s

EsNo (dB)




Fig 2‑3 PPE for a simple channel model with DBPSK modulation scheme

2.4.2 Performance Response Surface Modeling 
   For the purposes of visualization, representing the system performance by some surfaces as three-dimensional graphs is convenient, intuitive and complete. Different from the current approaches to characterizing the performance of wireless communications systems, the system performance is shown not only for some specific environments, but for any environment. Each set of parameters can represent one specific condition. Even if the detailed propagation models of specific environments are not available, the comparison of the performance of alternative schemes can also be done successfully. But, the implementation of this representation of performance into the network level simulation is obviously inefficient. To make the representation more compact, a new concept performance response surface modeling is introduced.

     The idea of response surface modeling comes from the Design of Experiments (DOE) [17]. The response surface models are used in DOE to simplify the results generated from simulations or experiments. Here, the response surface model can be used to efficiently represent the performance of wireless communications systems as a function of propagation channel parameters. In Matlab, there is a toolbox that is designed specifically for response surface modeling. It makes the modeling of performance surfaces of wireless communications systems much easier. 

   Two kinds of models are usually used to generate response surface models in Matlab. One is the linear polynomial model (quadratic model), and the other is the nonlinear regression model. Both linear and nonlinear models are polynomial models. In the quadratic model, the response surface is modeled as a second-order polynomial: 

y = b0 + b1x1 + b2x2 + b3x1x2 + b4x12 + b5x22                                         (2-1)

In nonlinear regression models, the response surface can be modeled as higher order polynomials. As the polynomial order increases, so does the accuracy of the model. But at the same time, the model becomes more complicated and more parameters are needed to specify the response surface. For a third-order polynomial, 10 parameters are needed; for fourth-order polynomial, 15 parameters are needed; and for fifth-order polynomial, 21 parameters are needed. 

   Some transformation of outputs are always used (e.g., log, exp, square, square root, inverse) to aid model fitting and optimization. In the case of performance surface modeling of wireless communications systems, BER surfaces are modeled, so a log transformation of the BER is often done in order to ease the modeling.

      To verify the accuracy of the response surface model, two methods are used to calculate the error of surface response model. In the first method, the root mean square value is given for the residue (error between estimated value using generated model and the measured value). In the case of performance surface modeling of wireless communications systems, log format of BER is used. When the BER is high (e.g., 10-1), the small error (e.g., 0.0001) is not a big problem. But when the BER is small (e.g., 10-4), the same small error (0.0001) is really a big problem. So the root mean square error which is calculated by absolute errors does not have so much meaning to measure the error. In the second method, the relative error is calculated as: 
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Then the mean of the relative error is calculated. 

2.4.3 Adaptive Sampling
   To obtain an accurate response surface model, the number of points that make up the surfaces must be large enough.  However, a large number of points implies a long simulation or measurement time. To reduce the effort required to generate a surface response model for physical layer simulation or emulation, we introduce an adaptive sampling algorithm.
   The concept of adaptive sampling is that fewer samples are needed with variable sampling rate while maintaining the similar response characteristics compared with fixed rate simulation. Consider the simulation or experimental time, the adaptive sampling algorithm developed for response surface model has to be simple and easy to implement.

      The adaptive sampling can be implemented by two steps. In step one, a fixed rate coarse sampling is done to generate initial response surface. In step two, each unit that makes up of the whole surface is divided into sub-units if some criterion is unsatisfied. The criterion used here is the angle between the original unit and sub-units. The angle has to be compared with some threshold to decide if the unit is small enough. There is another threshold the maximum division time which is used to avoid infinite division when response surface changes suddenly and dramatically. This step is done repeatedly until all the units and sub-units satisfy criterion or the maximum division time is met. 
Response surface modeling and adaptive sampling are considered in further detail in Chapters Three and Four respectively.

Chapter 3  

Use of Response Surfaces to Characterize the Performance of Wireless Communications System in the Presence of Propagation Impairments

3.1  Introduction

At present, three common methods are used to assess the link-layer performance of wireless communications systems. In the first method, additive white Gaussian noise (AWGN) is assumed to be the only propagation impairment and the bit error rate (BER) is plotted against Es/No (the energy per symbol over the noise spectral density). In the second method, the channel is modeled as a finite impulse response (FIR) filter with specified tap delays, amplitudes, and fading characteristics that represent either typical or bad conditions in various environments as appropriate. In the third method, a complete first-order statistical description of the FIR model parameters applicable to a particular environment are given and used to generate a range of channel behavior which is typical of that environment. This method is often called dynamic channel emulation (or simulation).  

Although these approaches are adequate for their intended purposes, a more complete description is required for applications such as system-level simulation (using packages such as OPNET or ns2) or visualization of link-layer performance across a broad range of channel conditions.  In principle, one could provide a complete description of link-level performance simply by computing or measuring the bit error rate or similar metric for all possible combinations of the multiple parameters that describe the propagation channel.  However, this approach is both cumbersome and time-consuming.  In this chapter, we show how the complex manner in which propagation impairments jointly affect link-level performance may be efficiently yet completely captured in the form of a polynomial response surface model. The result may be used as an efficient lookup table (or equipment response model) useful in system-level simulations or as a compact representation useful as an aid to visualization of system performance over a broad range of channel conditions.
The remainder of this chapter is organized as follows. In Section 3.2, we review methods used to visualize the performance of wireless communications systems in the presence of propagation impairments. In Section 3.3, the response surface model will be introduced to simplify the performance surfaces. In Section 3.4, potential applications of response surface models are considered. In Section 3.5, conclusions are drawn.

3.2 Approaches to Visualizing the Performance of Wireless Communications Systems in the Presence of Propagation Impairments
3.2.1 Two-Dimensional Representation of the Performance of Wireless Communications Systems 
At present, the performance of wireless communications systems is usually presented by a set of curves corresponding to BER and Es/No, when AWGN is assumed to be the only propagation impairment. When multipath fading is considered as an important propagation impairment, the performance of wireless communications systems can also be represented by some curves corresponding to BER and one of the multi-path fading channel parameters, such as, Rician K factor, RMS delay or Doppler spread.  

In the previous representation, only the relation between one channel parameter and BER can be considered. To include more channel parameters, a set of curves is usually plotted in a two-dimensional graph. In the graph, BER was plotted against one of the channel parameters with another channel parameter changing by step. This representation has been used by many authors [13, 14, 15, 16]. For example, BER vs. RMS delay/symbol period (τ/T) vs. Es/No is shown in Fig 3-1. 
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Fig 3‑1 Two dimensional representation of the performance of wireless communication system in the presence of AWGN and delay spread.
 In this example, a simple wireless communication system with DBPSK modulation and demodulation schemes is considered. BER is plotted against RMS delay/T with Es/No changing by step (5dB). The parameter settings are given in the legend of Figure 3-1. 

3.2.2 Three-Dimensional Representation of the Performance of Wireless Communications Systems
This relationship showed in last example can also be represented in a three-dimensional graph, and is shown in Fig 3-2. 
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Fig 3‑2 Three dimensional representation of the performance of wireless communication system

3.2.3 Propagation Performance Envelope
Either the two-dimensional or three-dimensional representation can present at most two channel parameters simultaneously. To include one more channel parameter, a new concept, the Propagation Performance Envelope (PPE), which is somewhat similar to the system signature, is introduced. The propagation performance envelope is the boundary between the parts where the system performance is unacceptable and the parts where the system performance is acceptable. The propagation performance is a surface defined by a set of channel parameters for which a certain performance criterion (usually is chosen as BER) is satisfied. 

The PPE can be obtained by three steps.

1) First, a performance threshold and performance threshold tolerance should be chosen.  Usually the BER is chosen as performance threshold. It is difficult to find a set of parameters that meet the BER threshold exactly either by simulation or laboratory experiment. So, some BER tolerance is chosen to ease the finding of satisfied parameter sets. When the BER falls between BER threshold – BER tolerance and BER threshold + BER tolerance, the performance threshold is met.  

2) Find the parameter sets which satisfy the performance threshold. For the visualization, in this chapter, the parameter set only includes three channel parameters. The whole process of finding such parameter sets is shown in Fig 3-3. In the flow chart, the three channel parameters are presented as A, B and C. The minimum and maximum values of the three channel parameters are chosen first. In the process of finding satisfied parameter sets, the values of first two channel parameters A and B are changed by two loops and the third channel parameter C is found by binary search to meet the BER threshold. Before the start of binary search, a decision is made to save time if there is no need to conduct binary search. That is when the BER with the best case of parameter C is still worse than the BER threshold, or the BER with the worst case of parameter C is still better than the BER threshold. After all the parameter sets are found, the results are written in a text file for future analysis. 


[image: image7]
Fig 3‑3 Flow chart of finding satisfied parameter sets

For the binary search, the parameter C is chosen as the median value between the maximum and minimum values first. If the BER obtained from simulation or emulation is bigger than threshold, change the parameter C toward the best case. For example, if the parameter C is Es/No or K factor, maximum value is the best case; if the parameter C is RMS delay or Doppler spread, minimum value is the best case.  The changing step is the median value between the current value and the value of the best case or worst case. A similar process is followed when the obtained BER is less than the threshold. In some cases, the limitations of simulation or laboratory experiment may make it difficult or impossible to find some satisfied parameter sets. To avoid infinite binary search, another threshold, the maximum time of binary search, is introduced. 

3) Plot the parameter sets which satisfy the BER threshold in a three dimensional graph. An example of PPE obtained from Simulink simulation is shown in Fig 3-4.  
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Fig 3‑4 PPE for a simple wireless communication system

The model of the wireless communication system expressed in Simulink is shown in Fig 3-5. In this example, the wireless communication system is composed of a Random Binary Source, DBPSK modulation and demodulation blocks and channel. The channel includes Rician fading, Rayleigh fading and AWGN. In the Rayleigh fading block, the number of paths is chosen as five, and the Gain vector of the five paths is fixed as [0 -3 -6 -9 -12] dB. The BER threshold is chosen as 0.01, the tolerance is chosen as 2% of the BER threshold, and the maximum number of binary search is chosen as 10. 
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Fig 3‑5 Simulation model of wireless communication system for the generation of PPE

3.3 Response Surface Modeling
Although the three-dimensional representation of system performance is intuitive, the surface is represented by a great deal of data. This makes it awkward to use the raw data in network simulation or used for evaluation and comparison of system components. To simplify the use of performance surfaces, the response surface model is introduced in this chapter.

3.3.1 The Concept of the Response Surface Model
The concept of the response surface model comes from the Design of Experiment (DOE) [17]. In DOE, the response surface model is designed to estimate interaction and even quadratic effects, and give an idea of the shape of response surface being investigated. For this reason, it is called the response surface model (RSM). The original objective of the RSM is to find optimal process settings, troubleshoot process problems and weak points, and make a process more robust against external and non-controllable influences. In DOE, the response surface is usually modeled as a mathematical function of a few continuous factors and the model parameters are estimated by regression design. In this chapter, response surface modeling is used to efficiently represent the performance of wireless communications systems as a function of propagation channel parameters. In this case, the response surfaces are the performance surfaces (BER surface) of wireless communications systems.

3.3.2 Procedure for Generating Response Surface Model
3.3.2.1 Models Used in Response Surface Modeling
In response surface modeling, the first and most important step is to choose the model which will be used to model the response surface. Usually, two kinds of models can be chosen, specific empirical models and general models (polynomial models). Empirical models are always used when the shape of the response surface is similar to the shape of some empirical model. Empirical models are usually simpler than general models, because fewer parameters are needed in the empirical models. But in the case of BER surface modeling, it’s difficult to find empirical models to fit BER surface. So, general models (polynomial models) are used. Polynomial models can be further divided into linear, quadratic, and non-linear polynomial models. 

In quadratic models, the response surface is models as a second-order polynomial:

y = b0 + b1x1 + b2x2 + b3x1x2 + b4x12 + b5x22                                                  (3.1)
The quadratic model is a very simple model. Six parameters are enough to present a quadratic model. But, in most cases, the surface is not so simple that can be modeled as a quadratic model.  In such cases, a non-linear model can be used instead..

In non-linear polynomial models, the response surfaces are modeled as higher-order polynomials. For example, the fifth-order non-linear polynomial model is shown in equation 3-2.
y=b0+b1x1+b2x2+b3x1x2+b4x12+b5x22+b6x1x22+b7x12x2+b8x13+b9x23+b10x1x23+b11x13x2+b12x12x22+b13x14+b14x24+b15x1x24+b16x14x2+b17x12x23+b18x13x22+b19x15+b20x25                                         (3.2)
For nonlinear polynomial models, with the increasing of the polynomial order, the accuracy of the model is also increased. But at the same time, the model becomes more complicated. More parameters are needed to model the response surface for high order polynomial. For a third-order polynomial, 10 parameters are needed; for fourth-order polynomial, 15 parameters are needed; and for a fifth-order polynomial, 21 parameters are needed.

Some transformations of outputs are always used (e.g., log, exp, square, square root, inverse) to aid model fitting and optimization. In the case of performance surface modeling of wireless communications systems, the log of the BER surface is taken in order to ease the modeling task.

3.3.2.2 Tools Used to Generate Response Surface Models
The next step in generating a response surface model is to estimate the values of the parameters in the polynomial. For the case of modeling the BER surfaces of wireless communications systems, the quadratic model is not adequate. So, nonlinear polynomial models will be used. Nonlinear models are more difficult to fit, requiring iterative methods that start with an initial guess of the unknown parameters. Each iteration alters the current guess until the algorithm converges. 

In Statistics toolbox of Matlab, there are two functions which use the nonlinear least squares technique to fit a model that has a known parametric form but unknown parameter values. The function nlinfit is designed for finding parameters in nonlinear modeling. Nlinfit returns the least squares parameter estimates. That is, it finds the parameters that minimize the sum of the squared differences between the observed response and their fitted values. It uses the Gauss-Newton algorithm with Levenberg-Marquardt modifications for global convergence. The function nlintool is used to fit a nonlinear equation to data and display an interactive graph. The result of nlintool is a prediction plot that provides a nonlinear curve fit to the original data set. It can plot an arbitrary global confidence interval for predictions as two red curves. The default value for the confidence interval is 95%. It’s very easy to estimate the values of the parameters of the response surface models and observe the fitting results by these functions.

3.3.3 Verification of the Accuracy of Response Surface Models
3.3.3.1 Method Used to Verify the Response Surface Models
Finally, the error of the fitted model has to be analyzed to make sure the model is acceptable. Usually, lower-order polynomials will be used to fit the observed data set first. If the errors produced by the lower-order polynomials are not acceptable, higher-order polynomials should be used to improve the results. Normally, the root mean square value is calculated for the residue (difference between estimated value from generated model and the observed data sets). The calculation of root mean square error is shown in equation 3-3.
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In equation 3-3, 
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is the observed value obtained from simulation or emulation, and n is the number of total data points. 

In the case of performance surface modeling of wireless communications systems, the log of the BER is used. For high BER (e.g., 10-1), a small error (e.g., 0.0001) is acceptable. But for low BER (e.g., 10-4), the same small error (0.0001) is a big problem. So the root mean square error which is calculated by absolute errors between estimated values and observed data sets is obviously not sufficient to evaluate the accuracy of the models. In this chapter, besides the absolute error, the error is also calculated as relative error compared with original data points. The calculation is shown in equation 3-4.
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Then the root mean square value is calculated for the relative errors.

3.3.3.2 First Example Used to Show the Result of Response Surface Modeling
Two examples are shown to present the results of response surface modeling. In the first example, a BER surface is generated corresponding to two channel parameters, RMS delay/symbol period and Maximum Doppler Frequency. The simulation model used to generate BER surface in Simulink is the same as the model shown in Figure 3-5. In this example, the wireless communication system is composed of a Random Binary Source, DBPSK modulation and demodulation blocks and channel. The channel includes Rician fading, Raleigh fading and AWGN. The symbol rate of the Binary Source is chosen as 2400 Hz. For the Rayleigh fading, the number of paths is five, and the Gain vector of the five paths is fixed as [0 -3 -6 -9 -12] dB. The Rician K factor for the Rician fading is chosen as 30 dB, and the Es/No for the AWGN is chosen as 100 dB. These two values are chosen as high values to ignore the effect of these factors on the system performance. The results are shown in Table 3-1, 3-6 and Figure 3-7.
	[image: image14.jpg]05
RMSdelay/T

0

0

Simulation Result

300

100
Max Doppler Freq(Hz)




(a)
	[image: image15.jpg]logBER

05
RMSdelay/T

0

0

RSM Result
Polynémial order:2

300
200
100

Max Doppler Freq (Hz)




(b)

	[image: image16.jpg]05
RMSdelay/T

0

0

RSM Result
Polynomial order:3

300

100
Max Doppler Freq (Hz)




(c)
	[image: image17.jpg]RSM Result
Polynomial order:4

300

200
05

100
Max Doppler Freq (Hz)

RMSdelay/T 00




(d)


Fig 3‑6 Comparison of BER surfaces (BER vs. RMS delay/T vs. Doppler spread for DBPSK modulation scheme) generated by simulation and response surface models.
 (a) Simulation result (b) Second-order polynomial model (c) Third-order polynomial model (d) Fourth-order polynomial model
   The BER surface obtained from Simulink simulation is shown in Fig 3-6 (a). The BER surface generated by quadratic polynomial is shown in Fig 3-6 (b). The BER surface generated by third-order and fourth-order nonlinear polynomial are shown in Fig 3-6 (c) and (d) accordingly. It’s obvious that the BER surface generated by quadratic model is not acceptable, and the order of the polynomial needs to be increased. When the order is increased to four, the surface looks quite similar with the result of simulation. The comparison of the shape of different surfaces is not adequate for assess the accuracy of the models. The RMSEs of absolute and relative errors are listed in Table 3-1 to compare the accuracy of various polynomial models.
Table 3‑1 Comparison of RMSE obtained from different response surface models (the polynomial models are obtained by fitting the surface of BER vs. RMS delay /T vs. Doppler spread with DBPSK modulation)

	Order of polynomial model
	Number of parameters
	RMSE of absolute error
	RMSE of relative error (percentage)

	2
	6
	0.148
	8.5%

	3
	10
	0.083
	4.5%

	4
	15
	0.052
	2.8%


Form Table 3-1, we can see that with the increase of polynomial order, the root mean square errors produced by the polynomial models decreases significantly. It is more clear to present the distributions of relative errors in a graph (Figure 3-7). It’s easy to see from Figure 3-7 that with the increase of polynomial order, the range of errors decreases. The performance of second-order polynomial model is much worse than the other two models, and the fourth-order polynomial model is a littler better than the third-order polynomial model. Because the performance of fourth-order polynomial model is similar as the third-order polynomial model, there is no need to increase the polynomial order further. 
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Fig 3‑7 Distribution of relative errors obtained from different order polynomials (the polynomial is obtained by fitting the surface of BER vs. RMS delay /T vs. Doppler spread with DBPSK modulation)
3.3.3.3 A Second Example of Response Surface Models
Another example is presented here to show that response surface models can be used to fit any BER surfaces of various wireless communication systems. In this example, the BER surface is generated corresponding RMS delay/symbol period and Es/No. The wireless communication system is composed of a Random Binary Source, MSK modulation and demodulation blocks and channel. The channel also includes Rician fading, Rayleigh fading and AWGN. The parameter setting of Binary Source, Rayleigh fading is the same as last example. The Rician K factor for the Rician fading is chosen as 20 dB, and Maximum Doppler frequency of both Rayleigh and Rician fading is chosen as 50 Hz. Second, third, fourth and fifth polynomial models are used to fit the surface generated by simulation subsequently, and the results are shown in Figure 3-8, Figure 3-9 and Table 3-2.
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Fig 3‑8 Comparison of BER surfaces (BER vs. RMS delay/T vs. Es/No for MSK modulation scheme) generated by simulation and response surface models 

(a) Simulation result (b) Second-order polynomial model (c) Third-order polynomial model (d) Fourth-order polynomial model (e) Fifth order polynomial model
The BER surface obtained from the Simulink simulation is shown in Fig 3-8 (a). The BER surface generated by quadratic polynomial is shown in Fig 3-8 (b). The BER surfaces generated by third-order, fourth-order, and fifth order nonlinear polynomial are shown in Fig 3-8 (c), (d) and (e) accordingly. With the increase of the order of polynomial models, the surfaces generated by polynomial models look more similar with the one obtained from simulation. The RMSEs of absolute and relative errors are listed in Table 3-2, and the distributions of relative errors are shown in Figure 3-9 to compare the accuracy of various polynomial models.

Table 3‑2 Comparison of RMSE obtained from different response surface models (the polynomial models are obtained by fitting the surface of BER vs. RMS delay /T vs. Es/No with MSK modulation)

	Order of polynomial model
	Number of parameters
	RMSE of absolute error
	RMSE of relative error (percentage)

	2
	6
	0.087
	7.8%

	3
	10
	0.039
	3.6%

	4
	15
	0.023
	1.9%

	5
	21
	0.015
	1.3%


From both Table 3-2 and Figure 3-9, we can see that with the increase of polynomial order, the accuracy of the polynomial models also increase significantly. The performance of second-order and third-order polynomial models are much worse than the other two models, and the fifth order polynomial model is a littler better than the fourth-order polynomial model. Because the performance of fourth order polynomial model is quite similar as the fifth-order polynomial model, the order five is enough for the response surface model.
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Fig 3‑9 Distribution of relative errors obtained from different order polynomials (the polynomial is obtained by fitting the surface of BER vs. RMS delay /T vs. Es/No with MSK modulation

From the results of the two examples, it’s easy to see that the response surface models can be used to represent the BER surfaces of various wireless communication systems correctly and compactly. In the above examples, the BER surfaces are made up of 121 data points obtained from simulation, and at most fifth order polynomials are enough to correctly represent the BER surfaces. That means at most 21 parameters can present 121 data points correctly.

3.4  Implementation of Response Surface Models in Different Applications
The response surface model is a very compact representation of the performance of wireless communication system. But at the same time, this representation also provides complete information of the performance of wireless communication system. This efficient representation is very useful, and can be implemented in various applications, such as visualization of the performance of wireless communication system, network simulation, equipment testing, and in comparison of different equipment.

3.4.1 Application of Response Surface Models in Visualization of the Performance of Wireless Communication System
As mentioned before, there is a useful function, nlintool, in the Statistics toolbox of Matlab. Nlintool is not only a tool for fitting and prediction for nonlinear models. This function also provides a graphic user interface (GUI), so the exploration of the graph of a multidimensional nonlinear function is easy to be done. Depending on the number of independent variable, the GUI provides a set of plots. Each plot shows the fitted relationship of the response surface to one independent variable at fixed values of other independent variables. The fixed value of each independent variable is in an editable text box below each axis. The fixed value of any independent variable can be changed easily. When the value of an independent variable is changed, all the plots update to show the current condition.

In this chapter, only two channel parameters (independent variables) are considered to generate performance surfaces of wireless communications systems.  The fifth-order polynomial model generated from the second example in previous section is shown in Figure 3-10 to show the GUI provided by nlintool. In this example, the confidence intervals in chosen as 99%. The confidence interval for predictions is shown as two red curves in the plots. The predicted BER (-1.1557 for this example) is shown at the left side of the graph. The pop-up menu labeled as Export can be used to move specified variables to the workspace of Matlab.

Although in this example, only three parameters are shown in plots, nlintool can accommodate an arbitrary number of channel parameters. With the help of Matlab function nlintool, the response surface model can be easily used to visualize the effect of any channel parameter on the performance of wireless communication systems. From the plots generated by nlintool, the BER value corresponding to any combination of channel parameters can be estimated according to the polynomial model.
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Fig 3‑10 Performance of wireless communication system (BER vs. RMS delay/T vs. Es/No for MSK modulation scheme) show in nlintool GUI

3.4.2 Application of Response Surface Models in Network Simulation
It has been mentioned in the introduction that current methods used to assess the performance of wireless communications systems suffer from significant limitations when applied to network level simulations. There are two main challenges: (1) predicting the link-level performance of a wireless communication system is computationally intensive and (2) the results usually involve a great deal of data. Response surface models can be used to overcome these limitations. First, the computationally intensive generation of the performance can be done by physical layer simulation. Then the results obtained from physical layer simulations can be further compressed as a function of various propagation channel parameters. This compact representation, which can be regarded as an equipment performance model, is easily implemented in network simulation as suggested by Fig. 3-11.
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Fig 3‑11 Wireless performance prediction using equipment performance models (response surface model)

3.4.3 Application of Response Surface Models in Evaluation of the Performance of Equipment
Response surface models can also be applied to experimental methods for assessing the performance of wireless communications systems based upon a test controller, RF test set and RF channel emulator.

In order to know how propagation impairments affect the performance of an actual system, experiments should be performed using the real RF channel. Considering the cost, repeatability, accuracy, and completing testing over a full range of channel conditions, the Channel Emulator is a good choice to replace the real RF channel.  A test-bed setup for conducting performance testing on real wireless devices and obtain system performance is suggested in Figure 3-12.                         
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Fig 3‑12 A test bed for conducting RF performance testing
In the test bed, the TAS 4500 Channel Emulator transmits signals in both the forward and reverse directions. The circulators are used here to connect the XUT (Transceiver Under Test) and TAS 4500, when the XUT has only one antenna connector. The TAS 4500 channel emulator is remotely controlled by the test controller through the GPIB-ENET 100 controller. BERT (Bit Error Rate Test Set) or SmartBits 6000B will be used to generate traffic and measure the performance of the devices under test.

During the test, the traffic generated from BERT or SmartBits is sent to the XUT–A. The output is sent to the TAS4500 Channel Emulator.  When the traffic passes through the TAS4500, some propagation impairments generated by the Channel Emulator distort the original data. Then the distorted data is received by the XUT-B. Finally, BERT or SmartBits compares the transmitted and received traffic to calculate the system performance.

Through GPIB-ENET controller, the value of the channel parameters can be changed dynamically, and the channel parameter sets and the corresponding performance can be recorded automatically. Finally, the BER surfaces can be plotted corresponding to the channel parameters. Then, the response surface models can be used to simplify the BER surfaces and give a compact representation.

3.4.4  Application of Response Surface Models in Comparing the Performance of Different Equipment
If the values of propagation channel parameters are specified, it’s very easy to estimate the BER performance according to the response surface models. It’s also easy to predict the range of BER performance when the range of channel parameters is given. If a complete first-order statistical description of the propagation channel parameters applicable to a particular environment is given, the response models can be used to predict the probability of channel outage that would be encountered in that specified environment.

 But usually, performance comparison of different equipment under some particular environment is not adequate. The response surface models can provide comparison of performance range and comparison of system outage probability for any environment. When the propagation condition is changed, it’s easy to use the same surface response model to predict the system performance.  

3.5 Conclusion

We have shown that polynomial response surface models are a particularly efficient way to completely describe the bit error rate (BER) performance of wireless communications systems as a function of standard channel parameters. A fifth-order polynomial specified by twenty-one parameters can model a BER surface based upon two channel parameters with a root mean square error (RMSE) of only a few percent. The MATLAB function nlinfit easily generates such response surface models from either measured or simulated data. 

Response surface models can be used in many applications. The MATLAB function nlintool allows one to easily visualize response surface models that reveal the effect of any propagation impairment on system performance. Because polynomial response surface models are compact, they can be conveniently used as equipment performance models in higher level system simulations and thereby make such simulations much more realistic.
The results presented here suggest that it is possible to develop a measurement-based model that completely captures the link-level performance of a wireless communications system over a broad range of channel conditions based upon only a few tens of measurements using a test setup that incorporates an RF channel emulator.  We recommend that the feasibility of this approach be demonstrated at the earliest opportunity.

The visualization schemes presented in Section 3.2 represent only the first step toward using response surface modelling for: (1) the visualization of the manner in which channel parameters jointly affect equipment performance and (2) identification of common faults or defects in the equipment based upon characteristic trends observed in the response surface model.  We recommend that the utility and feasibility of these applications be demonstrated at the earliest opportunity.

The utility of a response surface model increases as the representation becomes more compact.  Reducing the size of the model becomes simpler if the accuracy requirements for such models are not made more stringent than necessary.  Accordingly, we recommend that steps be taken to determine reasonable accuracy requirements for such models in practical applications.

The required sampling interval is determined by the complexity of the surface.  If the response is sampled over a fixed grid, more points may be sampled than required in regions where the response surface is comparatively flat.  This may lead to excessive simulation or measurement times.  In order to reduce the effort required to generate a surface response model, we propose to adaptively sample the response instead.  That is the subject of the next chapter.

Chapter 4 

Use of Adaptive Sampling to Simplify Determination of the Performance of Wireless Communications Systems in the Presence of Propagation Impairments
4.1 Introduction

In Chapter Three, we introduced the use of polynomial response surface models to provide complete yet compact representations of the BER performance of wireless communications systems in the presence of propagation impairments.  Such models are useful for the purposes of network-level simulation (using packages such as OPNET or ns2) and for comparing the performance of alternative wireless communications systems over a broad range of channel conditions. 

A response surface model is created by sampling the BER performance of a wireless communications system as a function of one or more propagation impairments over a broad range of channel conditions then fitting a polynomial surface in such a way that the root mean square error is minimized. The result is a complete yet compact representation of the performance of the system.  In order to obtain accurate response surfaces, we must sample the response at a sufficient number of points. If the response is sampled over a fixed grid, more points may be sampled than required in regions where the response surface is comparatively flat.  This may lead to excessive simulation or measurement times.  In order to reduce the effort required to generate a surface response model, we propose to adaptively sample the response instead, as suggested by Fig. 4-1.

Fig 4‑1 Use of adaptive methods to concentrate samples in regions with complicated profiles.
Adaptive sampling was first introduced in 1962 by Dorf et al. [18] who used the constant integral-difference (ID) criterion to set the sampling rate. Similar adaptive sampling algorithm was proposed by Mitchell and McDaniel in 1969 [19]. The general approach has since been widely adopted with many kinds of adaptive sampling algorithms being used in variety of environments [20-25]. For the case of response surface modeling, we limit ourselves to the three-dimensional case in which two channel parameters are sampled and system performance (BER) is calculated. Our problem is to determine how to sample the channel parameter space less often while maintaining the correct shape of the response surface. 

A similar problem is encountered in image processing and many sophisticated adaptive sampling algorithms developed to solve this problem [26, 27, 28, 29].  For image processing, the aim of the adaptive sampling is to achieve the best quality of reconstructed image with fixed number of sample points. In 1991, Demetri Terzopoulos and M. Vasilesu proposed adaptive meshes to sample and reconstruct image [26]. In their method, the number of the sample points is fixed, and the position of the sample point is recalculated in each iteration to concentrate near rapid shape variations. For response surface modeling, the simulation or experimental time should also be considered. Recalculating the position of the sample point requires that one double the simulation or experimental time. As a result, this kind of adaptive sampling is not appropriate here. To balance simulation or measurement time vs. response accuracy, the adaptive sampling algorithm must trade off complexity vs. efficiency. Although there are many kinds of adaptive sampling algorithms, none seemed appropriate for our case.  To meet our requirements, we introduce the simple and efficient adaptive sampling algorithm described here.
The remainder of this chapter is organized as follows: In Section 4.2, we introduce the concepts that form the basis for our adaptive sampling algorithm for response surface modeling. In Section 4.3, we describe how we implemented our adaptive sampling algorithm. In section 4.4, we discuss the performance of our adaptive sampling algorithm. In Section 4.5, we draw conclusions and offer recommendations for further work.

4.2 Concept

Our adaptive sampling algorithm reduces the time required to characterize the response surface by sampling finely when response surface changes greatly, and sampling coarsely when the response surface changes slowly. It is a two-phase algorithm that is both simple and easy to implement. This two-phase sampling approach is motivated by Thompson’s proposal for a two-phase adaptive design or adaptive cluster sampling (ACS) [21]. The idea of ACS is to take an initial sample by some ordinary sampling procedure, and then increase the sample size by adding samples in vicinity of the sampled units that satisfy a previously specified condition.
In the first phase, the surface is coarsely sampled.  The aim is to map the general shape of the surface rather than account for fine details.  Because we have constrained ourselves to dealing with three-dimensional surfaces, we can connect each sample point to its natural neighbours in order to create a Delaunay triangulation. When the first phase is complete, we have resolved the surface into a continuous set of triangular plates. 

In the second phase, each triangular plate is subdivided into smaller triangular plates. If angular difference between the normal vectors to the original plate and each of the sub-plates are sufficiently large, we break a plate into smaller plates that follow the surface more closely. In this phase, the maximum division time is set at the beginning in order to avoid infinite division when response surface changes suddenly and dramatically. This process of subdivision is done repeatedly until all the sub-units either satisfy the criterion or the maximum number of divisions is reached.   

The preceding explanation of phase two is only a brief overview.  The details are as follows. The criterion used to decide if a division is needed for one unit is the angles between the original triangle and the two sub-triangles which are obtained by dividing the original triangle. One example is shown in Fig 4-2.


[image: image28]
Fig 4‑2 The criterion to decide another division

 As shown in Fig 4-2, one triangle (P1P2P3) is divided into two sub-triangles (P1P2P4 and P3P2P4). Then Ag1, the angle between the triangles P1P2P3 and P1P2P4, is calculated and compared with the threshold1 (Ag). The same is done to Ag2, the angle between the triangles P1P2P3 and P3P2P4. If any of the two angles (Ag1 and Ag2) is bigger than the threshold 1 (Ag), the original triangle P1P2P3 is not small enough and needs further division, then the two sub-triangles P3P2P4 and P1P2P4 will be put into the pool and wait for next division. It can be seen that if either of the two angles is greater than the new point P4 will change the response surface greatly and the original triangle must be subdivided.
The angle between two triangles can be obtained by calculating the angle between the normal vectors of the two triangles. As our last example, the angle Ag1 can be obtained by the following steps:

Step 1: Calculate the normal vector (Norm0) of the first triangle P1P2P3
P2P1 = [P2(x)-P1(x), P2(y)-P1(y), P2(z)-P1(z)]                                     (4.1)

P2P3 = [P2(x)-P3(x), P2(y)-P3(y), P2(z)-P3(z)]                                      (4.2)

Norm0 = P2P1 • P2P3                                                                            (4.3)
   Step 2: Calculate the normal vector (Norm1) of the second triangle P3P2P4 according to           equation 4.1, 4.2 and 4.3
   Step 3:  Calculate the angle between the two Normal Vectors (Ag1)

 Ag1 = 
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The adaptive sampling section is based on the basic units, triangles generated from coarse fixed rate sampling. For each unit, the decision is done for all triangles including sub-triangles to decide if another division is needed. There is another threshold, maximum division time (Nd0), which also decides when the division should be finished for one unit. When there is some sudden or dramatic change in the response surface, division will have to be done many times to smooth the sudden change. To avoid unnecessary division, a maximum division time (Nd0) is introduced. When all the triangles meet the requirement, or the maximum division time is met, it comes to the end for this unit. The same is done to all the units. The whole process of the adaptive sampling algorithm is described in Fig 4-3. 

How to choose the two thresholds is very important to make the adaptive sampling efficient. The first threshold, the angle between two triangles (Ag), is usually chosen between 0.5 and 1 degree. As the parameter Ag becomes larger, the accuracy of the response surface decreases but so does the simulation time. The second threshold is maximum division time (Nd0).  Here, it is usually chosen as 2n-1. As the parameter Nd0 increases, the accuracy of the response surface increases as does the simulation time. The simulation time and accuracy has to be traded off when choosing the two thresholds.

4.3 Implementation 

Before we implemented the adaptive sampling algorithm for use in response surface modeling, we tested the algorithm using a simple function. In the test, two parameters x and y and their response z are considered. Here, z is obtained by equation 4-5.

z = e-x * e-0.4*y                                                                                                  (4.5)
At first, fixed rate sampling is done to form the coarse response surface. The sampling numbers for parameters x and y are 11 and 16. x is chosen from 0 to 10 and y is chosen from 0 to 15. After coarse sampling, the number of total data points is 176. Then adaptive sampling is performed on the basis of the coarse sampling. The angle threshold Ag is chosen as 1 degree and the maximum division time Nd0 is chosen as 7. The total data points after adaptive sampling is 396. 

[image: image30]
Fig 4‑3 Flow chart of Adaptive Sampling
To validate the algorithm, three fixed rate sampling tests were also done to compare with the adaptive sampling test. The number of samples of parameters x and y for the three tests are: 16 and 25, 26 and 39, and 41 and 61. The three fixed rate sampling tests were designed so that one of them used the same total number of points as the adaptive sampling test; and the another one achieves the same RMSE as the adaptive sampling test. The RMSE is obtained by comparing the adaptive sampling test or fixed rate sampling tests with the third fixed rate (a high-rate) sampling test. The RMSE can be estimated by 3 steps.

Step 1: Get each sampling point in the high-rate fixed rate sampling test.

Step 2: Search the point in the test compared with the high-rate fixed rate sampling test. (It can be either an adaptive sampling test or fixed rate sampling tests. For convenience, this test is described as test0 and the high-rate fixed rate sampling test is described as test1 later.)

Step 3: If the point is one of the points of test0, then the error is 0. Else, assume this point is in one of the triangles of test0, and then use the x, y coordinates of this point and the coordinates of the triangle, the z coordinate of the point can be calculated. And the error can be obtained by calculating the difference between the calculated and original z coordinates.

In step three, if the point is not one of the points of test0, the triangle containing this point has to be decided first. To find the triangle that containing the point, all triangles have to be tested. The one that meets the requirement will be the right one. The criterion used here is that if one point is in one triangle, then the sum of the angles between this point and three vertices of the triangle should be 180 degree. After the right triangle is found, the z coordinate can be calculated. We assume the vertices of the triangle are A, B and C, and the point is D. Then the z coordinate of point D can be calculated as equations (4.6) and (4.7).
 EQ              
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Similar steps are performed when adaptive sampling was used to generate performance surfaces for wireless communication systems. This time, the parameter x, y are replaced by two channel parameters, and BER (instead of z) is obtained through simulation. 
Two sets of experiments were conducted to verify the performance of adaptive sampling algorithm when it is used in response surface modeling. First, a wireless communication system with DBPSK modulation scheme was considered, and the channel parameters include Rician K-factor and RMS delay/T (T is symbol period of the transmitted signal). In the second set of experiments, a wireless communication system with DQPSK modulation scheme was considered, and the channel parameters include Maximum Doppler Frequency and RMS delay/T. In each set of experiments, five kinds of sampling methods were used. First, the coarse sampling was done. Then adaptive sampling was performed on the basis of coarse sampling. Finally, three different fixed-rate sampling approaches were done to compare with the adaptive sampling. The three fixed rate sampling tests are also designed so that one of the fixed rate sampling tests used the same total number of points as the adaptive sampling test, and the other test achieved the same RMSE as the adaptive sampling test. The RMSE was obtained by comparing the adaptive sampling test or fixed rate sampling test with one high-rate fixed rate sampling test.

4.4 Performance

The performance of the adaptive sampling algorithm when it was tested by a simple function is presented by three ways. First, the response surfaces of the three kinds of sampling approaches are put together to compare their performance. Next the total number of generated points and the RMS error for the three kinds of sampling approaches are listed in tables. Finally, the column charts allow us to compare the adaptive sampling and fixed rate sampling approaches. 

The function to be sampled has to satisfy the requirement that part of the response surface changes quickly and part of the response surface changes slowly. Equation (4.4) is chosen because it meets this requirement but is also simple.

The comparison of response surfaces generated by different sampling methods is shown in Fig 4-4.  In Fig 4-4, it can be seen that fixed rate sampling uses too many points on the parts where the surface changes little. Comparing Fig 4-4 (b) with Fig 4-4 (c), we know when the total sampling points are the same for both sampling schemes, the fixed rate sampling approach samples the surface evenly, and adaptive sampling algorithm concentrate its sampling on the part where the surface changes quickly. When comparing Fig 4-4 (b) and Fig 4-4 (c), we see that when the adaptive sampling algorithm has the same sampling accuracy (RMSE) as fixed rate sampling approach, the adaptive sampling algorithm uses 25% less sampling points.
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Fig 4‑4 Comparison of adaptive and Fixed rate sampling when they are tested by function 
(a) Coarsely sampled (b) Adaptive sampled (c) Fixed-rate sampled 1 (d) Fixed-rate sampled 2
Two sets of experiments were done to compare the performance of adaptive sampling and fixed rate sampling and the results are shown in Table 4-1, 2 and Figs. 4-5 and 4-6. The first sets of experiments are designed for compare the RMSE of the two sampling methods when total number of sampling points are the same. The results are shown in Table 4-1 and Fig 4-5.
Table 4‑1 RMSE comparison of adaptive and fixed rate sampling when they are tested by a simple function

	Sampling method
	Total generated points
	RMS Error compared with Fixed rate sampling (Sampling rate: 41*61 )

	Coarsely Sampled
	176
	0.008

	Adaptive Sampling
	Threshold: 1 degree
	396
	0.0012

	
	Threshold: 0.03 degree
	655
	0.0011

	Fixed rate Sampling
	Sampling rate: 16*25
	400
	0.0031

	
	Sampling rate: 21*31
	651
	0.0021

	
	Sampling rate: 41*61
	2501
	0


* For the Adaptive Sampling, the maximum division time is 7.
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Fig 4‑5 RMSE comparison of adaptive and fixed rate sampling when they are tested by a function
This set of experiments includes two adaptive sampling tests and three fixed rate sampling tests. The maximum division time (Nd0) for both the adaptive sampling tests is 7, and the angle thresholds (Ag) are 1 and 0.03 degree. The sampling rate for the high rate fixed rate sampling is: x = 41, y = 61; the sampling rates for the other two fixed rate sampling are: x = 16, y = 25; x = 21, y = 21. From the column chart (Fig 4-5), one can see that when the total data points are same for both of the sampling methods, the RMSE of adaptive sampling algorithm is much better than the fixed rate sampling approach. When the number of total data points is 400, the RMSE of adaptive sampling is only 38.7% of that of fixed rate sampling. When the number of total data points is 650, the RMSE of adaptive sampling is approximate half of the RMSE of fixed rate sampling. 

  Another set of experiments were done to compare the total number of data points when the RMSE are same for both of the sampling approaches. Three adaptive sampling and three fixed rate sampling tests were conducted. The results are shown in Table 4-2 and Fig 4-6. The maximum division time (Nd0) for all the adaptive sampling tests is still 7. The angle thresholds (Ag) are: 6, 2, and 1 degree. The sampling rates for the three fixed rate sampling are: x = 18, 
y = 27; x = 22, y = 33; x = 26, y = 39. Form Table 4-2 and Fig 4-6, we can see that when the two sampling methods achieve the same RMSE, the adaptive sampling algorithm can save a lot of sampling points compared to the fixed rate sampling approach. When the RMSE is 0.0023, the adaptive sampling uses 30% less data points; when the RMSE is 0.0016, the adaptive sampling uses 50% less data points and when the RMSE is 0.0012, the adaptive sampling uses 60% less data points. The more demanding the requirement for the RMSE, the greater is the advantage of the adaptive sampling algorithm over the fixed rate sampling approach. 

Table 4‑2 Total data points’ comparison of adaptive and fixed rate sampling when tested by function

	Sampling method
	threshold (degree) for adaptive sampling or sampling rate for Fixed rate sampling
	Total generated points
	RMS Error compared with Fixed rate sampling (Rate 3)

	Adaptive Sampling 1
	6
	340
	0.0023

	Fixed rate Sampling 1
	18 * 27
	486
	0.0023

	Adaptive Sampling 2
	2
	368
	0.0016

	Fixed rate Sampling 2
	22 * 33
	726
	0.0016

	Adaptive Sampling 3
	1
	396
	0.0012

	Fixed rate Sampling 3
	26 * 39
	1014
	0.0012


* For the Adaptive Sampling, the maximum division time is 7.
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Fig 4‑6 Total data points comparison of adaptive and fixed rate sampling when tested by a simple function
This adaptive sampling algorithm is designed to generate BER surfaces for response surface modeling. So, two sets of tests are done to validate the performance of the adaptive sampling algorithm when it is used to generate BER surfaces.  At first, a wireless communication system with DBPSK modulation scheme is considered, and Rician K-factor and RMS delay/T are chosen as channel parameters. The model used to simulate the wireless communication system is the same as the model shown in Fig 3-5. 
The parameter settings for the above model are: simulation time is 50s; the symbol rate of the transmitted signal is 2400 Hz; Maximum Doppler spread for the fading channel is 50 Hz; Es/No for the AWGN channel is 100 dB; The Rayleigh fading channel is composed of 5 paths. The gain for each path is fixed as: 0, -3, -6, -9, -12 dB. The performance comparison between adaptive sampling and fixed rate sampling are still represented by three ways. First, the BER surfaces are generated by different sampling methods are all shown in Fig 4-7.  
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Fig 4‑7 Comparison of adaptive and fixed rate sampling when they are tested in the simulations to generate BER vs. K vs. RMS delay/T for DBPSK modulation
(a) Coarsely sampled (b) Adaptive sampled (c) Fixed-rate sampled 1 (d) Fixed-rate sampled 2
In Fig 4-7, the coarse sampling rate is chosen as 6 samples for both K-factor and RMS delay/T. The maximum division time and angle threshold for adaptive sampling are chosen as 9 and 1 degree. A high rate fixed rate sampling (21 samples for both K-factor and RMS delay/t) was conducted as the basis to calculate the RMSE. Two other rate fixed rate sampling is done to satisfy that one achieves similar RMSE and one spends similar simulation time as adaptive sampling. When we compare Fig 4-7 (b) and Fig 4-7 (c), we see that when the two sampling methods spend similar simulation time, adaptive sampling yields more accurate results than fixed rate sampling. When the Fig 4-7 (b) is compared with Fig 4-7 (d), we see that the adaptive sampling spends much less simulation time and obtain similar RMSE as fixed rate sampling. The result is also shown in Table 4-3.

Table 4‑3 Comparison of adaptive and fixed rate sampling when they are tested in the simulations to generate BER vs. K vs. RMS delay/T for DBPSK modulation

	Sampling method
	Total generated points
	Total simulation time (minute)
	RMS Error compared with Fixed rate sampling (Rate 3)

	Coarsely Sampled
	36
	5.7
	0.0581

	Adaptive Sampling
	324
	49
	0.0094

	Fixed rate Sampling
	Rate 1
	324
	49
	0.0121

	
	Rate 2
	420
	64.9
	0.0094

	
	Rate 3
	441
	66.4
	0


* For the Adaptive Sampling, the threshold is 1 degree and maximum division time is 9. For the Fixed rate Sampling, the Rate 1 is 18*18 (K*RMS delay/T), Rate 2 is 21*20 and Rate 3 is 21*21.

From Table 4-3, we see that when the total simulation time is 49 minutes, the RMSE for the adaptive sampling is 77.7% of that for fixed rate sampling. When the RMSE is 0.0094 for both of the sampling methods, the adaptive sampling saves 25% simulation time. 

  Another set of similar experiments is also done to verify the generality of the adaptive sampling algorithm. Here, the model of the wireless communication system is similar as before, except that the DBPSK modulation and demodulation scheme is replaced by DQPSK modulation and demodulation scheme; and RMS delay/T and Maximum Doppler Frequency are chosen as channel parameters. The parameter settings for the system model are: simulation time is 50s; the symbol rate of the transmitted signal is 2400 Hz;  Rician K-factor is 30 dB; Es/No for the AWGN channel is 100 dB; the gains for each path of the Rayleigh fading channel are: 0, -3, -6, -9, -12 dB. The performance comparison is shown in Fig 4-8 and Table 4-4. 
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Fig 4‑8 Comparison of adaptive and fixed rate sampling when they are tested in the simulations to generate BER vs. Doppler spread vs. RMS delay/T for DQPSK modulation
(a) Coarsely sampled (b) Adaptive sampled (c) Fixed-rate sampled 1 (d) Fixed-rate sampled 2
Fig 4-8 compares BER surfaces generated by different sampling methods. The adaptive sampling is obviously better than fixed rate sampling both when they achieve same RMSE and when they spend same simulation time. Numerical comparison of these two sampling methods can be found in Table 4-4.

Table 4‑4 Comparison of adaptive and fixed rate sampling when they are tested in the simulations to generate BER vs. Doppler spread vs. RMS delay/T for DQPSK modulation
	Sampling method
	Total generated points
	Total simulation time(minute)
	RMS Error compared with Fixed rate Sampling (Rate 3)

	Coarsely Sampled
	36
	5.7
	0.7657

	Adaptive Sampling
	238
	38.6
	0.0125

	Fixed rate Sampling
	Rate 1
	256
	39.2
	0.0137

	
	Rate 2
	360
	56
	0.0124

	
	Rate 3
	1681
	269
	0


* For the Adaptive Sampling, the threshold is 0.8 degree and maximum division time is 7. For the Fixed rate Sampling, the Rate 1 is 18*18 (Maximum Doppler Frequency*RMS delay/T), Rate 2 is 21*20 and Rate 3 is 21*21.

From Table 4-4, we can see that when both of the sampling methods spend about 39 minutes, the RMSE for adaptive sampling is 90% of that for fixed rate sampling. And when they obtain similar RMSE (0.0125), the adaptive sampling saves 31% simulation time.

The comparisons are also represented by column chart. Fig 4-9 shows the comparison of simulation time when both of the sampling methods have similar RMSE. Fig 4-10 shows RMSE comparison while both sampling methods spend similar simulation time. 

From Fig 4-9 and Fig 4-10, it is apparent that adaptive sampling algorithm is much better than fixed rate sampling for both of the wireless communication systems. 
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Fig 4‑9 Simulation time comparison of adaptive and fixed rate sampling when the sampling algorithms are tested in simulation
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Fig 4‑10 RMSE comparison of adaptive and fixed rate sampling when the sampling algorithms are tested in simulation
4.5 Conclusion

In this chapter, we have proposed and evaluated an adaptive sampling scheme that can significantly reduce the time and effort required to generate a BER surface response model from physical layer simulations.  In two typical scenarios, the adaptive sampling method was shown to achieve the same RMSE with between one-quarter and one-third less simulation time compared to traditional schemes that sample over a regular grid.  Alternatively, the adaptive sampling method was shown reduce the RMSE by between one-tenth and one-quarter given the same simulation time.  

Although these results were generated by simulating two typical wireless communication system scenarios, the technique is also applicable to experimental methods that capture the link-level performance of a system using a test setup that incorporates an RF channel emulator.
 The adaptive sampling scheme presented here represents only the first step toward improving the efficiency of response surface generation.  In principle, one should be able to estimate the n parameters of the response surface model using exactly n measurements.  We recommend that steps be taken to develop suitably clever sampling schemes that will allow us to approach this limit.

The adaptive sampling scheme presented here is only applicable to three-dimensional surfaces that represent the dependence of system performance on two channel parameters.  We recommend that steps be taken to develop adaptive sampling schemes that are applicable to higher dimensional BER surfaces that represent the dependence of system performance on three or more channel parameters.
Chapter 5 

Conclusions and Recommendations

5.1 Conclusions

This thesis has been concerned with the development of efficient strategies for representing and evaluating the effect of propagation impairments on the performance of wireless communications systems. 

Current methods for assessing the effect of propagation impairments on link-level performance either yield results that apply only to certain specific channel conditions or only produce statistical summaries of link-level performance over a particular set of channel conditions.  While adequate for some purposes, a more complete description is required for applications such as system-level simulation or visualization of link-level performance.

We have shown that polynomial response surface models are a particularly efficient way to completely describe the bit error rate (BER) performance of wireless communications systems as a function of standard channel parameters. A fifth-order polynomial specified by twenty-one parameters can model a BER surface based upon two channel parameters with a root mean square error (RMSE) of only a few percent. The MATLAB function nlinfit easily generates such response surface models from either measured or simulated data. Response surface models can be used in many applications. The MATLAB function nlintool allows one to easily visualize response surface models that reveal the effect of any propagation impairment on system performance. Because polynomial response surface models are compact, they can be conveniently used as equipment performance models in higher level system simulations and thereby make such simulations much more realistic.
We have also shown that adaptive sampling can be used to significantly reduce the time and effort required to generate a surface response model from physical layer simulations. The technique can be used either to improve the accuracy of the response surface or to significantly reduce the time required to generate a response surface. Compared to traditional schemes that sample over a regular grid, the adaptive sampling method can achieve the same RMSE with one-third less simulation time.  Alternatively, the adaptive sampling method can reduce the RMSE by one-quarter given the same simulation time. 

5.2 Recommendations for Further Work

While this study has demonstrated that it is both feasible and practical to use polynomial response surfaces to model the BER performance of wireless communications systems, we recommend that several topics of considerable practical interest be pursued in the very near future:

· Demonstration of the experimental determination of a response surface model. The results presented here suggest that it is possible to develop a measurement-based model that completely captures the link-level performance of a wireless communications system over a broad range of channel conditions based upon only a few tens of measurements using a test setup that incorporates an RF channel emulator.  We recommend that the feasibility of this approach be demonstrated at the earliest opportunity.

· Assessment of the potential role of surface response models for visualization and diagnostic purposes. The visualization schemes presented in Chapter 3 represent only the first step toward using response surface modelling for: (1) the visualization of the manner in which channel parameters jointly affect equipment performance and (2) identification of common faults or defects in the equipment based upon characteristic trends observed in the response surface model.  We recommend that the utility and feasibility of these applications be demonstrated at the earliest opportunity.
· Determine the accuracy requirements for equipment response models.  The utility of a response surface model increases as the representation becomes more compact.  Reducing the size of the model becomes simpler if the accuracy requirements for such models are not made more stringent than necessary.  Accordingly, we recommend that steps be taken to determine reasonable accuracy requirements for such models in practical applications.

· Improve the efficiency of the sampling scheme.  The adaptive sampling scheme presented in Chapter 4 represents only the first step toward improving the efficiency of the response surface model generation.  In principle, one should be able to estimate the n parameters of the response surface model using exactly n measurements.  We recommend that steps be taken to develop suitably clever sampling schemes that will allow us to approach this limit.

· Extension of adaptive sampling to greater than three dimensions. The adaptive sampling scheme presented in Chapter 4 is only applicable to three-dimensional surfaces that represent the dependence of system performance on two channel parameters.  We recommend that steps be taken to develop adaptive sampling schemes that are applicable to higher dimensional BER surfaces that represent the dependence of system performance on three or more channel parameters.
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Appendix A. Programs and Results for Visualization of the Performance of Wireless Communications Systems

1. Programs to Present the Performance of Wireless Communications Systems 
a. Two dimensional representation of the performance of wireless communication systems

i. Program use to plot BER vs. one of the channel parameters

        As an example, the program used to plot BER vs. RMS delay is shown below.

%----------------------------------------------------

% Relationship between BER and RMS delay

%----------------------------------------------------

clear all;

clf;

time1=clock; % simulation start time

simTime = 100;  % simulation time

T = 4.1667e-5;    % symbol period

for i = 1:1:21

    delaystep(i) = 4e-9+2*(i-1)*1e-8;

    delayvector = [0 delaystep(i) 2*delaystep(i) 3*delaystep(i) 4*delaystep(i)];

    gainvectordB = [0 -3 -6 -9 -12];

    totalgain = 1+10^(-0.3)+10^(-0.6)+10^(-0.9)+10^(-1.2);

    gainvector = [1 10^(-0.3) 10^(-0.6) 10^(-0.9) 10^(-1.2)]/totalgain;

    set_param ('ppe1/Multipath Rayleigh Fading Channel', 'delayVec', 'delayvector')

    sim('ppe1',simTime); % run simulation

    BER(i)= ErrorVec(1) % get Ber value from last simulation

    % Calculate RMS delay

    sumofPtimest(i) = 0;

    sumofPtimestsqure(i) = 0;

    for m = 1:1:5

        sumofPtimest(i)= sumofPtimest(i)+delayvector(m)*gainvector(m);

        sumofPtimestsqure(i) = sumofPtimestsqure(i)+ delayvector(m)*gainvector(m)*delayvector(m);

    end

    squreofRMSdelay(i) = sumofPtimestsqure(i)-(sumofPtimest(i)^2);

    RMSdelay(i) = sqrt(squreofRMSdelay(i));

    RMSdelayoverT(i) = RMSdelay(i)/T        

end

% save the results in a text file

z = [RMSdelayoverT; BER];

fid = fopen ('ppe1.txt', 'w'); %open the text file

fprintf(fid, '%6.2f %12.8f\n', z); % write results in the text file

fclose (fid); %close the text file

% plot the result

semilogy (RMSdelayoverT, BER, '-'); % plot relationship between BER and Es/No

title('BER vs. RMS delay');

xlabel('RMSdelay/T');

ylabel('BER');

time2=clock;  % simulation end time

time = time2-time1 % simulation duration

% End of program

ii. Program use to plot BER vs. two of the channel parameters in two dimensional graph

        As an example, the program used to plot BER vs. Es/No vs. Doppler spread is shown below.

%-----------------------------------------------------------------------

% Relationship between BER and Es/No and Doppler spread

%-----------------------------------------------------------------------

clear all;

clf;

time1=clock; % simulation start time

simTime = 50;  % simulation time

for i = 1:1:11

    Fd(i) = 3+(i-1)*23;

    for n = 1:1:11

        m = (i-1)*11+n;

        EsNo(n) = (n-1)*5; 

        EsNo1(m) = (n-1)*5

        Fd1(m) = 3+(i-1)*23

        EN= EsNo(n);

        fd = Fd(i);

        set_param ('ppe2/AWGN Channel', 'EsNodB', 'EN');  % set parameter Es/No

        set_param ('ppe2/Rician Fading Channel', 'Fd', 'fd');

        set_param ('ppe2/Multipath Rayleigh Fading Channel', 'Fd', 'fd');

        sim('ppe2',simTime); % run simulation

        BER(n)= ErrorVec(1); % get Ber value from last simulation

        BER1(m) = ErrorVec(1)

    end

    semilogy(EsNo, BER, '-');

    hold on;

end

% plot the result

title('BER vs. Es/No vs. Doppler spread');

xlabel('Es/No');

ylabel('BER');

% save the results in a text file

z = [EsNo1; Fd1; BER1];

fid = fopen ('test1.txt', 'w'); %open the text file

fprintf(fid, '%6.2f %6.2f %12.8f\n', z); % write results in the text file

fclose (fid); %close the text file

time2=clock;  % simulation end time

time = time2-time1 % simulation duration

% End of program

b. Three dimensional representation of the performance of wireless communication systems

           As an example, the program used to plot BER vs. Es/No vs. Doppler spread in three-dimensional graph is shown below.

% -----------------------------------------------------------------------

% Relationship between BER and Es/No and Doppler spread

% -----------------------------------------------------------------------

clear all;

clf;

load ('test1.txt'); %load the result of two dimensional representation

X=test1(:, 1);

Y=test1(:, 2);

W=test1(:, 3);

Z=log10(W);

% plot the result

TRI = delaunay (X,Y,{'QJ', 'QbB', 'Qc'});

trisurf(TRI,X,Y,Z);

xlabel('Es/No (dB)');

ylabel('Maximum Doppler shift (Hz)');

zlabel('BER');

title('BER vs Doppler spread and Es/No of wireless communication system with Rician Channel');

% End of program

2. Results and Corresponding Parameter Settings
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BER vs. K-factor
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BER vs. Doppler spread (Rayleigh flat)
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BER vs. Doppler spread (Rician fading)


Fig A‑1 Two dimensional representation of the system performance (BER vs. 1 channel parameter)
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BER vs. Es/No
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BER vs. K-factor
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Fig A‑2 Performance comparison of simple wireless communication systems with different modulation schemes
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DBPSK modulation scheme
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DQPSK modulation scheme
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16DPSK modulation scheme
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MSK modulation scheme


Fig A‑3 BER vs. Es/No vs. K-factor for communication systems with different modulation schemes
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DBPSK modulation scheme
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DQPSK modulation scheme
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16DPSK modulation scheme
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MSK modulation scheme


Fig A‑4  BER vs. Es/No vs. RMS delay for communication systems with different modulation schemes
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DBPSK modulation scheme
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DQPSK modulation scheme
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16DPSK modulation scheme
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MSK modulation scheme


Fig A‑5 BER vs. Es/No vs. Doppler spread for communication systems with different modulation schemes
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DBPSK modulation scheme
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DQPSK modulation scheme
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16DPSK modulation scheme
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MSK modulation scheme


Fig A‑6 BER vs. RMS delay vs. Doppler spread for communication systems with different modulation schemes
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DBPSK modulation scheme
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Fig A‑7 BER vs. Es/No vs. K-factor for communication systems with different modulation schemes
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Fig A‑8 BER vs. Es/No vs. RMS delay for communication systems with different modulation schemes
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Fig A‑9 BER vs. Es/No vs. Doppler spread for communication systems with different modulation schemes

	[image: image88.jpg]BER vs. Doppler spread vs. RMSdelay with DBPSK modulation

Es/NO = 100 08
sample time: 4.1
symbol rate: 2400Hz

simultion fime: 50 5
Doppler spread: 26:33:233 &
RMS delay:
Delayvactor [0, i, 2i,3i, 4ils
4:40:404 microsecond(t 15am)
Gamgctor[0;:3,-6,-9,-12]dB. 250

150
100

0
RMSdelay/T 0 Maximum Doppler shift (Hz)




DBPSK modulation scheme
	[image: image89.jpg]BER vs. Doppler spread vs. RMSdelay with DAPSK mosulation

symbol rate. 2400Hz

simuletion ime: 50 5
Doppler spread: 26:33:233
RMS delay.

Delayvector [0, i, 2i; 31, 4ils

150
100

0
RMSdelay/T 0 Maximum Doppler shift (Hz)




DQPSK modulation scheme

	[image: image90.jpg]BER vs. Doppler spread vs. RMSdelay with 16DPSK modulationl

K=30dB
EsfNo = 100 dB
sample time: 4.1667e-4s’

symbol rate: 2400Hz
simultion fime: 50 5
Doppler spread: 26:33:233 Fz
RMS delay:
Delayvactor [0, i, 2i,3i, 4ils
4:40:404 microsecond(t15ample)
Gamgctor(0;:3,-6,-9,-12]dB. 250

150
100

0
RMSdelay/T 0 Maximum Doppler shift (Hz)




16DPSK modulation scheme
	[image: image91.jpg]BER vs Doppler spread and RMSdelay with MSK modulation

Sampleitime: 4.166
symbol rate: 2400Hz

simulation tie: 50 5

Dippler spread: 26:33:233 Hz

RMS delay:

Delay yector [0, i, 2i; 3, 4ils

-4 40:404 microsecond(11sampie)
ector[0,-3,-6;-9,-12]dB

150
100

0o
RMSdelay/T Maximum Doppler shift (Hz)




MSK modulation scheme


Fig A‑10 BER vs. RMS delay vs. Doppler spread for communication systems with different modulation schemes

Appendix B. Programs and Results of Propagation Performance Envelope (PPE)

1. The Model of the Wireless Communication System
   In this project, the PPE is generated for a simple wireless communication system with DBPSK modulation scheme. The model used in Matlab is shown below.

[image: image92.emf]Rician

Fading

Rician Fading

Channel

Multipath

Rayleigh Fading

Multipath Rayleigh

Fading Channel

  Error Rate

  Calculation

Tx

Rx

Error Rate Calculation

DBPSK

DBPSK

Modulator

Baseband

DBPSK

DBPSK

Demodulator

Baseband

Bernoulli

Binary

Bernoulli Random

Binary Generator

AWGN

AWGN

Channel


Fig B‑1 the model of the wireless communication system
2. Program Used to Generate PPE

The programs used to generate PPE corresponding to different channel parameter sets are similar to each other. So only an example (the parameter sets include K-factor, Es/No and maximum Doppler frequency) is shown here.
%********************************************************************

% m-script for generate PPE

% Note:
ErrorVec(1) is the BER

%       ErrorVec(2) is the total number of errors

%       ErrorVec(3) is the total number of samples

%********************************************************************

clear;

clear all;
     

clf;


 

time1=clock; % simulation start time

% -----------------

% SYSTEM PARAMETERS

% -----------------

sprintf('System Parameters:');

simTime = 50;
            % in seconds

samplesPerFrame = 500;
% samples per frame

symbolperiod = 1/2400;       % symbol period and sample time

finish = 0;                

% flag indicating whether the thershold value has been found;

numOfSamples = 10;          
% number of samples on each axis

numOfBS = 15;                
% number of binary search to perform for each sample

index = 1;                             % index for storing the 

sampleIndex = 1;            
% indicate how many samples have been done

numOfFailBER = 0;           
% number of BER failed to satisfy the treshold value

% -------------

% BER Threshold

% -------------

threshold = 0.01;

tolerance = 0.05*threshold ;

% 20% of threshold value

previousBER = -1;          

% store the previous BER found in the previous Binary Search step

% ---------------------

% SIMULATION PARAMETERS

% --------------------- 

% -----------

% IMPAIRMENTS

% -----------

% ------------------

% 1. Rayleigh Fading

% ------------------

numOfPaths = 5;                 % number of paths for multipath fading

% create the gainVec (gain for each path)

gainVecStep = -3;                                                        % in dB

for m=1:1:numOfPaths

    gainVec(m) = (m-1)*gainVecStep;

end

% create the delayvector (delay for each path)

delaystep = 3e-5;                                                          %in second

for p = 1:1:numOfPaths

    delayvec(p) = (p-1)*delaystep;                                % in second

end

% ----------------

% 2. Rician Fading

% ----------------

kMindB = 0;

kMaxdB = 20;

kStepdB =(kMaxdB - kMindB) / numOfSamples;       % in dB

% -------

% 3. AWGN

% -------

EsNoMin = 15;

EsNoMax = 25;

EsNoStep = (EsNoMax - EsNoMin) / numOfSamples;  % in dB

% -------

% 4. Doppler spread

% -------

DopplerFreqMin = 3;

DopplerFreqMax = 123;

DopplerFreqStep = (DopplerFreqMax - DopplerFreqMin) / numOfSamples;  % in dB

% ----------

% SIMULATION

% ----------

% Loop for k-factor

for m=1:1:numOfSamples

    kdB = (m-1)*kStepdB + kMindB                                   % k in dB

    k = 10^(0.1*kdB);            % K-factor

    set_param ('ppedbpsk/Rician Fading Channel', 'K', 'k');   % set parameter K in model

    % Loop for EsNo

    for n=1:1:numOfSamples

        EsNo = (n-1)*EsNoStep + EsNoMin

        set_param ('ppedbpsk/AWGN Channel', 'EsNodB', 'EsNo'); % set parameter Es/No

        % -------------------------------------------------------------

        % the following piece of code is to ensure that the best case

        % (largest gain, largest k-factor, smallest delay) can produce

        % a BER which satisfies the threshold.  If not, Binary Search 

        % is skipped for this sample.

        % -------------------------------------------------------------

        DopplerFreq = DopplerFreqMin

        set_param ('ppedbpsk/Rician Fading Channel', 'Fd', 'DopplerFreq');  % set parameter Fd

        set_param ('ppedbpsk/Multipath Rayleigh Fading Channel', 'Fd', 'DopplerFreq');  %set Fd

        % perform the simulation once with the maximum EsNo for this sample

        sim('ppedbpsk', simTime);    

        ber1=ErrorVec(1)

        DopplerFreq = DopplerFreqMax

        set_param ('ppedbpsk/Rician Fading Channel', 'Fd', 'DopplerFreq');  % set parameter Fd

        set_param ('ppedbpsk/Multipath Rayleigh Fading Channel', 'Fd', 'DopplerFreq'); %set parameter Fd

        % perform the simulation once with the maximum EsNo for this sample

        sim('ppedbpsk', simTime);    

        ber2=ErrorVec(1)

        % check if the best case for this sample satisfies the threshold

        if (ber1 <= threshold + tolerance)&(ber2 >= threshold-tolerance)

            % perform binary search

            % -------------

            % BINARY SEARCH

            % -------------

            % reset value for binary search

            DopplerFreqMinBS = DopplerFreqMin;

            DopplerFreqMaxBS = DopplerFreqMax;

            DopplerFreq = 0.5 * (DopplerFreqMaxBS + DopplerFreqMinBS);

            countBS = numOfBS; 
% max number of binary search performed for each sample

            finish = 0;                     
% flag indicating whether the thershold has been found

            previousBER = -1;

            % perform binary search for a max of numOfBS times for each sample

            while(countBS > 0 & finish == 0)

                % create the DopplerFreq

                DopplerFreq = 0.5 * (DopplerFreqMaxBS + DopplerFreqMinBS)

                set_param ('ppedbpsk/Rician Fading Channel', 'Fd', 'DopplerFreq');  % set Fd

                set_param ('ppedbpsk/Multipath Rayleigh Fading Channel', 'Fd', 'DopplerFreq');  
% set parameter Fd

                sim('ppedbpsk', simTime);            % run the simluation for simTime seconds

                ErrorVec(1)

                % ErrorVec is the BER

                if(ErrorVec(1) > threshold + tolerance)   

                    DopplerFreqMaxBS = DopplerFreq;                     % reduce the Fd

                    %DopplerFreqMaxBS;

                    %ErrorVec(1)

                elseif(ErrorVec(1) < threshold - tolerance)

                    DopplerFreqMinBS = DopplerFreq;                     % increase the Fd

                    %DopplerFreqMinBS

                    %ErrorVec(1)

                else

                    finish = 1;                           
  % threshold found

                    finish

                    %DopplerFreq;

                    %ErrorVec(1);

                end

                countBS = countBS - 1;

            end % Binary Search

        else

            countBS = 0;

        end % Check if the Binary Search should be performed

        % store BER

        %BER(sampleIndex) = ErrorVec(1);

        sampleIndex

        %BER(sampleIndex)

        sampleIndex = sampleIndex + 1;

        % see if the BER satisfies the threshold value

        if(countBS == 0 | finish == 0 | ErrorVec(1) > threshold + tolerance | ErrorVec(1) < threshold - tolerance)

            numOfFailBER = numOfFailBER + 1;

            numOfFailBER

        else

            % store the result that satisfies the threshold

            BERResult(index) = ErrorVec(1)        % BER

            kResult(index) = kdB                     % k-factor

            FdResult(index) = DopplerFreq              % RMSdelay

            EsNoResult(index) = EsNo

            index = index + 1;

        end

    end

end

sampleIndex = sampleIndex - 1;

index = index - 1;

%--------------------------------

% save the results in a text file

%--------------------------------

z = [EsNoResult; kResult; FdResult; BERResult];

fid = fopen ('dbpskresult2.txt', 'w'); %open the text file

fprintf(fid, '%6.2f %6.2f %12.8f %12.8f\n', z); % write results in the text file

fclose (fid); %close the text file

% ----

% PLOT

% ----

% Graph TIN

figure(1);

tri = delaunay(EsNoResult,kResult);       

h1 = trisurf(tri,EsNoResult,kResult,FdResult);          % plot three dimensional TIN.

title('PPE for simple model with DBPSK modulation scheme');

xlabel('Es/No (dB)');

ylabel('k-factor (dB)');

zlabel('Maximum Doppler Frequency (Hz)');

time2=clock;  % simulation end time

time = time2-time1 % simulation duration

sprintf('Test is done~');

% End of program

3. Results and Corresponding Parameter Settings
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	Parameter setting:

Sample time of binary source: 

1/2400 = 4.1667e-4s;

RMS delay: (5 path for Rayleigh fading)

Gainvector: [0 -3 -6 -9 -12] dB;

Dealyvector: e-5 * [0 3 6 9 12] s;

Simulation time : 50s;

BER threshold: 0.01;

BER tolerance: 0.0005.




Fig B‑2 PPE for parameter set: K-factor, Es/No and Doppler spread
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	Parameter setting:

Sample time of binary source: 

1/2400 = 4.1667e-4s;

RMS delay: (5 path for Rayleigh fading)

Gainvector: [0 -3 -6 -9 -12] dB;

Maximum Doppler Frequency for Rayleigh and Rican fading: 50 Hz;

Simulation time : 50s;

BER threshold: 0.01;

BER tolerance: 0.0002.




Fig B‑3 PPE for parameter set: K-factor, Es/No and RMS delay
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	Parameter setting:

Sample time of binary source: 

1/2400 = 4.1667e-4s;

RMS delay: (5 path for Rayleigh fading)

Gainvector: [0 -3 -6 -9 -12] dB;

Rician K-factor: 30 dB;

Simulation time : 50s;

BER threshold: 0.01;

BER tolerance: 0.0002.




Fig B‑4 PPE for parameter set: Es/No, RMS delay and Doppler spread
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	Parameter setting:

Sample time of binary source: 

1/2400 = 4.1667e-4s;

RMS delay: (5 path for Rayleigh fading)

Gainvector: [0 -3 -6 -9 -12] dB;

Es/No: 20 dB;

Simulation time : 50s;

BER threshold: 0.01;

BER tolerance: 0.0005.




Fig B‑5 PPE for parameter set: K-factor, RMS delay and Doppler spread

Appendix C. Programs and Results for Response Surface modeling

1. Models Used to Fit the BER Surfaces Generated from Physical Layer Simulation
a. Quadratic model (linear polynomial model)

%--------------------------------------------------------

% Second-order quadratic linear polynomial model

%--------------------------------------------------------

function BER = BerChanP(beta, ChanP)

b1 = beta(1);

b2 = beta(2);

b3 = beta(3);

b4 = beta(4);

b5 = beta(5);

b6 = beta(6);

x1 = ChanP(:, 1);

x2 = ChanP(:, 2);

BER = b1+b2.*x1+b3.*x2+b4.*x1.*x2+b5.*x1.^2+b6.*x2.^2;

b. Third-order nonlinear polynomial model

%--------------------------------------------------------

% Third-order nonlinear polynomial model

%--------------------------------------------------------

function BER = BerChanP(beta, ChanP)

b1 = beta(1);

b2 = beta(2);

b3 = beta(3);

b4 = beta(4);

b5 = beta(5);

b6 = beta(6);

b7 = beta(7);

b8 = beta(8);

b9 = beta(9);

b10 = beta(10);

x1 = ChanP(:, 1);

x2 = ChanP(:, 2);

BER = b1+b2.*x1+b3.*x2+b4.*x1.*x2+b5.*x1.^2+b6.*x2.^2+b7.*x1.*x2.^2+b8.*x1.^2.*x2+b9.*x1.^3+b10.*x2.^3;

c. Fourth-order nonlinear polynomial model

%--------------------------------------------------------

% Fourth-order nonlinear polynomial model

%--------------------------------------------------------

function BER = BerChanP(beta, ChanP)

b1 = beta(1);

b2 = beta(2);

b3 = beta(3);

b4 = beta(4);

b5 = beta(5);

b6 = beta(6);

b7 = beta(7);

b8 = beta(8);

b9 = beta(9);

b10 = beta(10);

b11 = beta(11);

b12 = beta(12);

b13 = beta(13);

b14 = beta(14);

b15 = beta(15);

x1 = ChanP(:, 1);

x2 = ChanP(:, 2);

BER = b1+b2.*x1+b3.*x2+b4.*x1.*x2+b5.*x1.^2+b6.*x2.^2+b7.*x1.*x2.^2+b8.*x1.^2.*x2+b9.*x1.^3+b10.*x2.^3+b11.*x1.*x2.^3+b12.*x1.^3.*x2+b13.*x1.^2.*x2.^2+b14.*x1.^4+b15.*x2.^4;

d. Fifth-order nonlinear polynomial model

%--------------------------------------------------------

% Fifth-order nonlinear polynomial model

%--------------------------------------------------------

function BER = BerChanP(beta, ChanP)

b1 = beta(1);

b2 = beta(2);

b3 = beta(3);

b4 = beta(4);

b5 = beta(5);

b6 = beta(6);

b7 = beta(7);

b8 = beta(8);

b9 = beta(9);

b10 = beta(10);

b11 = beta(11);

b12 = beta(12);

b13 = beta(13);

b14 = beta(14);

b15 = beta(15);

b16 = beta(16);

b17 = beta(17);

b18 = beta(18);

b19 = beta(19);

b20 = beta(20);

b21 = beta(21);

x1 = ChanP(:, 1);

x2 = ChanP(:, 2);

BER = b1+b2.*x1+b3.*x2+b4.*x1.*x2+b5.*x1.^2+b6.*x2.^2+b7.*x1.*x2.^2+b8.*x1.^2.*x2+b9.*x1.^3+b10.*x2.^3+b11.*x1.*x2.^3+b12.*x1.^3.*x2+b13.*x1.^2.*x2.^2+b14.*x1.^4+b15.*x2.^4+b16.*x1.*x2.^4+b17.*x1.^4.*x2+b18.*x1.^2.*x2.^3+b19.*x1.^3.*x2.^2+b20.*x1.^5+b21.*x2.^5;

2. Programs Used to Generate and Test Response Surface Models
a. Generation of response surface models using nlintool

%------------------------------------------------------------

% Generate response surface models using nlintool

%------------------------------------------------------------

clear all;

clf;

format long;

s = load ('v_dbpsk_3D_RMSDp.txt');

Dp = s(:,1);

RMS = s(:, 2);

ChanP = [Dp, RMS];

BER = s (:, 3);

BER = log10(BER);

for i = 1:1:21

    beta0(i) = 0.1;

end

[beta, r, J]=nlintool (ChanP, BER, 'BerChanP_O4', beta0, 0.01)

format short;

% End of program

b. Generation and test of response surface models using nlinfit

%-------------------------------------------------------------------------

% Generation and test of response surface models using nlinfit

%-------------------------------------------------------------------------

clear all;

clf;

format long;

s = load ('v_dbpsk_3D_RMSDp.txt'); %load the results of simulation

k = 15;   % the number of parameters in polynomial model

Dp = s(:,1);

RMS = s(:, 2);

ChanP = [Dp, RMS];

BER = s (:, 3);

BER = log10(BER);

% initialize the parameter value

for i = 1:1:k

    beta0(i) = 0.1;

end

[beta,r] = nlinfit(ChanP, BER, 'BerChanP_O4', beta0);

BERhat = BerChanP_O4(beta, ChanP);

ae = r;     %absolute error between estimated value and observed value

re = (BERhat-BER)./BER;    % relative error

[n,m]=size(r);

sumaesquare = 0;

sumresquare = 0;

for i = 1:n

    sumaesquare = ae(i).^2+sumaesquare;

    sumresquare = re(i).^2 + sumresquare;

end

rmsae = sqrt(sumaesquare/n)    %rms value of absolute error

rmsre = sqrt(sumresquare/n)    %rms value of relative error

%------------------------------------------

% save the relative Error in a text file

%------------------------------------------

z = [re'; BER'];

fid = fopen ('MBPE_DBPSK_RMSDp_04.txt', 'w'); %open the text file

fprintf(fid, '%12.8f %12.8f\n', z); % write results in the text file

fclose (fid); %close the text file

%-----------------

%plot the results

%-----------------

figure(1)        

TRI = delaunay (Dp, RMS);

trisurf(TRI,Dp,RMS,BER);

xlabel('Max Doppler Freq (Hz)');

ylabel('RMSdelay/T ');

zlabel('BER');

title('BER vs Doppler spread and RMSdelay/T with DBPSK modulation scheme');

figure(2)

trisurf(TRI,Dp,RMS,BERhat);

xlabel('Max Doppler Freq (Hz)');

ylabel('RMSdelay/T ');

zlabel('BER');

title('BER vs Doppler spread and RMSdelay/T with DBPSK modulation scheme');

format short;

Beta = {'Parameter Beta = ' num2str(beta)};

text(-160,0.22,Beta);

% End of program

c. Program used to plot the distribution of relative errors 

%-------------------------------------------------

% This program is used to plot the distribution of

% relative error

%-------------------------------------------------

clear all;

clf;

s1 =load ('MBPE_DBPSK_RMSDp_02.txt');

e1 = s1(:, 1);

s2 = load ('MBPE_DBPSK_RMSDp_03.txt');

e2 = s2(:, 1);

s3 = load ('MBPE_DBPSK_RMSDp_04.txt');

e3 = s3(:, 1);

e1 = sort (e1);

e2 = sort (e2);

e3 = sort (e3);

[m, n] = size(e1);

for i = 1:1:m

    k(i) = i;

end

plot (k, e1, '-m', k, e2, '-.g', k, e3, ':b')

ylabel('Relative error');

title('Relative error distribution');

% End of program

3. Results and Corresponding Parameter Settings
In this project, two sets of BER surfaces are fitted by response surface models. One set of BER surfaces is generated with a simple wireless communication system with DBPSK modulation scheme. And another set of BER surfaces is generated with a simple wireless communication system with MSK modulation scheme.

a. BER surfaces generated for a system with DBPSK modulation scheme

i. BER vs. RMS delay vs. Doppler spread

The result and error properties are shown in Fig 3-6 and Table 3-1 of chapter 3.

ii. BER vs. Es/No vs. Doppler spread
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second-order polynomial model
	[image: image99.jpg]BER vs Doppler spread and EsiNo with DBPSK modulation scheme

RSM Result
Polynomial order:3

i rmsae: 0.117
arameter Beta =
061361
0.16202
0.0012265
0.00073
00021513
64540005
151430006
89660006
.9673¢ 006
[1.6789¢.007

100 0

Maximum DopplerFreq(Hz) 0 o EsiNo(dB)




third-order polynomial model
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fourth-order polynomial model
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fifth-order polynomial model


Fig C‑1 BER vs. Es/No vs. Doppler spread
iii. BER vs. Es/No vs. Doppler spread
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simulation results

	[image: image103.jpg]BER vs K-factor and RMSdelay/T Wlth DBPSK modulation scheme

RSM result
Polynomial orde
rmsae: 0.2613
rmsre: 0.149

Parameter Beta =

logBER

05

RMSdelayT 00 K(dB)




second-order polynomial model
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third-order polynomial model
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fourth-order polynomial model
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fifth-order polynomial model


Fig C‑2 BER vs. Es/No vs. Doppler spread
b. BER surfaces generated for a system with MSK modulation scheme

i. BER vs. RMS delay vs. Es/No

The result and error properties are shown in Fig 3-8 and Table 3-2 of chapter 3.

ii. BER vs. RMS delay vs. Doppler spread
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simulation results
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third-order polynomial model
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fourth-order polynomial model


Fig C‑3 BER vs. RMS delay vs. Doppler spread

iii. BER vs. Es/No vs. Doppler spread
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simulation results
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second-order polynomial model
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third-order polynomial model
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fourth-order polynomial model
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fifth-order polynomial model


Fig C‑4  BER vs. Es/No vs. Doppler spread

iv. BER vs. Es/No vs. K-factor
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simulation result
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second-order polynomial model
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third-order polynomial model
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fourth-order polynomial model


Fig C‑5 BER vs. Es/No vs. K-factor

Appendix D. Programs and Results of Adaptive Sampling Algorithm

1. The Adaptive Sampling Tested by a Function
a. Program and result for coarsely sampling

%*****************************************************************

%

% Coarsely sampling

% This program is used to generate the data sets after coarsely 

% sampling, and the result is saved in a text file.

% Jessie

% Aug, 2004

%

%*****************************************************************

clear all;

clf;

%--------------------------------------------------------------------------

% parameter initialization

Nx=10; % Sample number of x-1

Ny=15; % Sample number of y-1

%--------------------------------------------------------------------------

% Coarsely sampling

for i=0:1:Nx

    for j=0:1:Ny

        k=i*(Ny+1)+(j+1);

        x(k) = (10/Nx)*i; % 10 is the maximum value of x

        y(k) = (15/Ny)*j; % 15 is the maximum value of y

        z(k) = exp(-x(k)).*exp(-0.4*y(k)); % z is obtained by function

    end

end

%--------------------------------------------------------------------------

% Plot the result

tri = delaunay(x,y); % The index of set of triangles

figure(1);

trisurf(tri,x,y,z); % Plot the surface in three dimensional graph 

xlabel('x');

ylabel('y');

zlabel('z');

title('Coarsely sampling');

view([-37.5, -30]); % Change the view direction

%--------------------------------------------------------------------------

% Save the result in a text file for future use

z0 = [x; y; z];

fid = fopen ('cosa.txt', 'w'); %Open the text file

fprintf(fid, '%12.8f %12.8f %12.8f\n', z0); %Write results in the text file

fclose (fid); %Close the text file

% End of program
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Fig D‑1 Result of Coarsely Sampling

b. Program and result for fixed-rate sampling

%*****************************************************************

%

% Coarsely sampling

% This program is used to generate the data sets after fixed-rate 

% sampling, and the result is saved in a text file.

% Jessie

% Aug, 2004

%

%*****************************************************************

clear all;

clf;

%--------------------------------------------------------------------------

% parameter initialization

Nx=15; % Sample number of x-1

Ny=24; % Sample number of y-1

%--------------------------------------------------------------------------

% Coarsely sampling

for i=0:1:Nx

    for j=0:1:Ny

        k=i*(Ny+1)+(j+1);

        x(k) = (10/Nx)*i; % 10 is the maximum value of x

        y(k) = (15/Ny)*j; % 15 is the maximum value of y

        z(k) = exp(-x(k)).*exp(-0.4*y(k)); % z is obtained by function

    end

end

%--------------------------------------------------------------------------

% Plot the result

tri = delaunay(x,y); % The index of set of triangles

figure(1);

trisurf(tri,x,y,z); % Plot the surface in three dimensional graph 

xlabel('x');

ylabel('y');

zlabel('z');

title('Fixed-rate sampling');

view([-37.5, -30]); % Change the view direction

%--------------------------------------------------------------------------

% Save the result in a text file for future use

z0 = [x; y; z];

fid = fopen ('test1_frsa.txt', 'w'); %Open the text file

fprintf(fid, '%12.8f %12.8f %12.8f\n', z0); %Write results in the text file

fclose (fid); %Close the text file

% End of program
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Fig D‑2 Result of Fixed-rate Sampling
c. Program and results for adaptive sampling

%*****************************************************************

%

% Coarsely sampling

% This program is used to generate the data sets after adaptive 

% sampling, and the result is saved in a text file.

% Jessie

% Aug, 2004

%

%*****************************************************************

clear all;

clf;

%--------------------------------------------------------------------------

% parameter initialization

Ag = 3.14 * 1/180; % threshold to decide if another division is needed

Nd0 = 7; % Maximum number of division (2^n-1)

%********************************************************%

%--------------------------------------------------------%

% Coarsely sampling

Nx=10; % Sample number of x-1

Ny=15; % Sample number of y-1

for i=0:1:Nx

    for j=0:1:Ny

        k=i*(Ny+1)+(j+1);

        x(k) = (10/Nx)*i;

        y(k) = (15/Ny)*j;

        z(k) = exp(-x(k)).*exp(-0.4*y(k));

    end

end

tri = delaunay(x,y); % The index of set of triangles

%--------------------------------------------------------%

%********************************************************%

%********************************************************%

%--------------------------------------------------------%

% Adptive sampling: 

% 1. Get each triangle subsequently

% 2. Decide if this triangle needs to be divided into two triangles

% 3. If yes, divide the triangle into two triangles and put the two triangles

%    back to the tianges pool.

% 4. if no, get another triangle untill end

%--------------------------------------------------------%

Ns = size(x); 

ns = Ns(2); % Number of total sample points

Nt = size(tri); % Number of all the triangles after coasely sampling

for i=1:1:Nt

    Nd = 0; % times of the division

    %.....................................................................

    % Get one triangle and choose the vertex with right angle as the Point2

    a = tri(i, 1); % Index of Point 1 of the triangle

    b = tri(i, 2); % Index of Point 2 of the triangle

    c = tri(i, 3); % Index of Point 3 of the triangle

    Pa = [x(a), y(a), z(a)];  % Coordinates of Point 1 of the triangle

    Pb = [x(b), y(b), z(b)];  % Coordinates of Point 2 of the triangle

    Pc = [x(c), y(c), z(c)];  % Coordinates of Point 3 of the triangle

    % Assign Point 2 as the vertex with right angle

    if x(a) == x(b)

        if y(a) == y(c)

            P2 = Pa;

            P1 = Pb;

            P3 = Pc;

        else 

            P2 = Pb;

            P1 = Pa;

            P3 = Pc;

        end

    end

    if x(a) == x(c)

        if y(a) == y(b)

            P2 = Pa;

            P1 = Pb;

            P3 = Pc;

        else 

            P2 = Pc;

            P1 = Pa;

            P3 = Pb;

        end

    end

    if x(b) == x(c)

        if y(a) == y(b)

            P2 = Pb;

            P1 = Pa;

            P3 = Pc;

        else 

            P2 = Pc;

            P1 = Pa;

            P3 = Pb;

        end

    end

    %.....................................................................

    % Put this triangle into the triangle pool, represent as Pool(1,:) which

    % includes all the coordinates of the 3 vertices.

    Pool(1, 1:3) = P1;

    Pool(1, 4:6) = P2;

    Pool(1, 7:9) = P3;

    Ntp = 1; % Number of triangles in the pool

    %.....................................................................

    % Get a triangle from the pool and decide if it needs to be divided

    id = 1;

    while id <= Ntp

        P1 = Pool(id, 1:3);

        P2 = Pool(id, 4:6);

        P3 = Pool(id, 7:9);

        % Divide this triangle and record the new sample point which devides

        % the triangle

        ns = ns+1;

        Nd = Nd+1;

        P4(1) = (P1(1)+P3(1))/2;   % the coordinates of the new point

        P4(2) = (P1(2)+P3(2))/2;

        nn = 0;

        mm = 1;

        m = 1;

        while (nn == 0) &(m < ns)

            if (P4(1) == x(m)) & (P4(2) == y(m))

                nn = 1;

                mm = 0;

                P4(3) = z(m);

                ns = ns-1;

            end

            m = m+1; 

        end

        while mm == 1

            P4(3) = exp(-P4(1)).*exp(-0.4*P4(2)); 

            % got from a function z = f(x, y)

            mm =0;

            x(ns) = P4(1); % record the new sample point

            y(ns) = P4(2);

            z(ns) = P4(3);

        end

        % Calculate the angle of the normal vector of the first triangle 

        % P1P2P3

        P2P1 = [P2(1)-P1(1), P2(2)-P1(2), P2(3)-P1(3)];

        P2P3 = [P2(1)-P3(1), P2(2)-P3(2), P2(3)-P3(3)];

        Norm0 = cross(P2P1, P2P3); % normal vector of the triangle P1P2P3

        % Calculate the angle between the first triangle P1P2P3 and second 

        % triangle P1P2P4

        P2P1 = [P2(1)-P1(1), P2(2)-P1(2), P2(3)-P1(3)];

        P2P4 = [P2(1)-P4(1), P2(2)-P4(2), P2(3)-P4(3)];

        Norm1 = cross(P2P1, P2P4); % normal vector of the triangle P1P2P4

        Ag1 = acos( dot(Norm1, Norm0)/ (norm(Norm1)*norm(Norm0)));

        % calculate the angel between the first triangle P1P2P3 and third

        % triangle P2P3P4

        P2P3 = [P2(1)-P3(1), P2(2)-P3(2), P2(3)-P3(3)];

        P2P4 = [P2(1)-P4(1), P2(2)-P4(2), P2(3)-P4(3)];

        Norm2 = cross(P2P4, P2P3); % normal vector of the triangle P2P3P4

        Ag2 = acos( dot(Norm2, Norm0)/( norm(Norm2)*norm(Norm0))); 

        % Decide if another division is needed

        if (Ag1 >= Ag)||(Ag2 >= Ag)

            % Another division is needed, put the divided two triangles into

            % the pool and wait for the next division

            Ntp = Ntp+1;

            Pool(Ntp, 1:3) = P1;

            Pool(Ntp, 4:6) = P4;

            Pool(Ntp, 7:9) = P2;

            Ntp = Ntp+1;

            Pool(Ntp, 1:3) = P2;

            Pool(Ntp, 4:6) = P4;

            Pool(Ntp, 7:9) = P3;

        end        

        %When division number is bigger than Nd0, stop division and go to 

        %get another coarsely sampled triangle

        if Nd >= Nd0

            id = Ntp;

        end

        id = id+1;

    end

end

% Plot the result

% -------------------------------------------------------------------------

tri = delaunay(x,y); % The index of set of triangles

trisurf(tri,x,y,z); % Plot the surface in three dimensional graph 

xlabel('x');

ylabel('y');

zlabel('z');

title('Adaptive sampling');

%axis([0 4 0 7 0 1]);

view([-37.5, -30]); % Change the view direction

% Save the result in a text file for future use

% -------------------------------------------------------------------------

z0 = [x; y; z];

fid = fopen ('test4_adsa.txt', 'w'); %open the text file

fprintf(fid, '%12.8f %12.8f %12.8f\n', z0); % write results in the text file

fclose (fid); %close the text file

% End of program
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Fig D‑3 Result of Adaptive Sampling

d. Program used to calculate root mean square error 

%*****************************************************************

%

% Coarsely sampling

% This program is used to calculate the rms error.

% Jessie

% Aug, 2004

%

%*****************************************************************

clear all;

clf;

%********************************************************%%

% Upload the result of coarsely sampling

load ('test7_frsa.txt');

xc=test7_frsa(:, 1);

yc=test7_frsa(:, 2);

zc=test7_frsa(:, 3);

tric = delaunay (xc,yc);

%--------------------------------------------------------%

%--------------------------------------------------------%

% Upload the result of adaptive sampling

load ('test3_frsa.txt');

xa=test3_frsa(:, 1);

ya=test3_frsa(:, 2);

za=test3_frsa(:, 3);

tria = delaunay (xa,ya);

%--------------------------------------------------------%

% Get one point from the result of adaptive sampling, decide if it's one of 

% the points of the coarsely sampling. If not, estimate the ber of this point

% assume this point is in some triangle of the coarsely sampling surface.

Nsc = size(xc); 

nsc = Nsc(1); % Number of total sample points of coarsely sampling

Nsa = size(xa); 

nsa = Nsa(1); % Number of total sample points of adaptive sampling

Ntotalc = size(tric); 

Ntc = Ntotalc(1);  % Number of all the triangles after coarsely sampling

Ntotala = size(tria); 

Nta = Ntotala(1);  % Number of all the triangles after adaptive sampling

toerror = 0;

t = 0;

t1 = 0;

sum = 0;

% get one point from the rerult of the adaptive sampling

for i = 1:1:nsa

    nn = 0;

    m = 1;

    % decide if this point is also in the result of coarsely sampling

    while (nn == 0) & (m <= nsc)

        if (xa(i) == xc(m)) & (ya(i) == yc(m))

            nn = 1;

            sum = sum+1;    % the number of the points which are in both results

        end

        m = m+1;

    end

    if nn == 0   % This point is not in the result of coarsely sampling

        % find which triangle the point is in

        h = 1;

        j = 1;     

        while (h == 1)&(j <= Ntc) 

            % the three points of the triangle are:

            a = tric(j, 1); % Index of Point 1 of the triangle

            b = tric(j, 2); % Index of Point 2 of the triangle

            c = tric(j, 3); % Index of Point 3 of the triangle

            A1 = [xc(a), yc(a), zc(a)];  % Coordinates of Point 1 of the triangle

            B1 = [xc(b), yc(b), zc(b)];  % Coordinates of Point 2 of the triangle

            C1 = [xc(c), yc(c), zc(c)];  % Coordinates of Point 3 of the triangle

            A = [xc(a), yc(a)];

            B = [xc(b), yc(b)];

            C = [xc(c), yc(c)];

            % The X and Y coordinates of the fourth point are:

            D = [xa(i), ya(i)];

            % Decide if the fourth point is in the triangle constructed by 

            % the three points

            AB = norm(B-A);

            BC = norm(C-B);

            CA = norm(A-C);

            DA = norm(A-D);

            DB = norm(B-D);

            DC = norm(C-D);

            alpha = acos((DA^2+DB^2-AB^2)/(2*DA*DB));

            beta = acos((DB^2+DC^2-BC^2)/(2*DB*DC));

            gama = acos((DA^2+DC^2-CA^2)/(2*DA*DC));

            angle = alpha+beta+gama;

            if abs(angle-2*pi)<10^(-7)

                % If the fourth point is in the triangle, get the Z 

                % coordinate of the fourth point

                % according to the plane equation of the triangle

                h = 0;

                A1B1 = B1-A1;

                B1C1 = C1-B1;

                Nvector = cross(A1B1, B1C1);

                x = D(1);

                y = D(2);

                z = A1(3) - (Nvector(1)*(x - A1(1))+Nvector(2)*(y-A1(2)))/Nvector(3);

                t = t+1;

                error(t) = abs(z-za(i));    % Calculate the error

                toerror = toerror+ abs(z-za(i));

            end

            j = j+1;

        end

        if h == 1

            t1 = t1+1;

            x = D(1);

            y = D(2);

        end

    end

end

n = length(error);

rmse = norm(error)/sqrt(n)  % Calculate the rms error

% End of program

2. The Adaptive Sampling Implemented in Physical Layer Simulation of Wireless Communications Systems
a. Programs 

The programs listed below are some examples. When the system is changed, the parameters should be changed accordingly.

i. Coarsely sampling

%*****************************************************************

%

% Coarsely sampling

% This program is used to generate the data sets after fixed-rate

% sampling, and the result is saved in a text file.

% Jessie

% Aug, 2004

%

%*****************************************************************

time1=clock; % simulation start time

%-------------------------------------------------------%

% Parameter initialization

simTime = 50;  % simulation time

T=1/2400;   % symobl period of transmitted signal

Nx=6; % Sample number of x

Ny=6; % Sample number of y

%--------------------------------------------------------%

%********************************************************%

%--------------------------------------------------------%

% Coarsely sampling

gainvectordB = [0 -3 -6 -9 -12];

totalgain = 1+10^(-0.3)+10^(-0.6)+10^(-0.9)+10^(-1.2);

gainvector = [1 10^(-0.3) 10^(-0.6) 10^(-0.9) 10^(-1.2)]/totalgain;

g2 = gainvector(2);

g3 = gainvector(3);

g4 = gainvector(4);

g5 = gainvector(5);

A = g2 - g2^2 + 4*g3 -4*g3^2 + 9*g4 - 9*g4^2 + 16*g5 - 16*g5^2 - 4*g2*g3 - 6*g2*g4 - 8*g2*g5 - 12*g3*g4 - 16*g3*g5 - 24*g4*g5;

for i=1:1:Nx

    K(i) = (i-1)*10;  %dB value

    for n = 1:1:Ny          

        in = (i-1)*6+n;

        RMSdelayoverT(n) = 0.04+0.2*(n-1); 

        RMSdelayoverT1(in) = 0.04+0.2*(n-1) 

        k = 10^(0.1*K(i));

        K1(in) = (i-1)*10

        RMSdelay(n) = RMSdelayoverT(n) * T;

        delaystep(n) = RMSdelay(n)/sqrt(A);

        delayvector = [0 delaystep(n) 2*delaystep(n) 3*delaystep(n) 4*delaystep(n)];

        set_param ('ppe1/Rician Fading Channel', 'K', 'k');  % set parameter K

        set_param ('ppe1/Multipath Rayleigh Fading Channel', 'delayVec', 'delayvector')

        sim('ppe1',simTime); % run simulation

        BER(n)= ErrorVec(1); % get Ber value from last simulation

        BER1(in) = ErrorVec(1)

    end

end

x=K1;

y=RMSdelayoverT1;

w=BER1;

z=log10(w);

% Plot the result

% -------------------------------------------------------------------------

tri = delaunay (x,y);

figure(1)

trisurf(tri,x,y,z);

%view ([-37.5 -30])

xlabel('K-factor (dB)');

ylabel('RMSdelay /T');

zlabel('BER');

title('BER vs K and RMS delay of wireless communication system with Rician Channel');

% Save the result in a text file for future use

% -------------------------------------------------------------------------

z = [x; y; z];

fid = fopen ('cosa.txt', 'w'); %open the text file

fprintf(fid, '%6.2f %6.2f %12.8f\n', z); % write results in the text file

fclose (fid); %close the text file

% Calculte total simulation duration

time2=clock;  % simulation end time

time = time2-time1 % simulation duration             

% End of program

ii. Fixed-rate sampling

The programs to conduct fixed-rate sampling is quite similar as the one for coarsely sampling, except that the sampling rate is much high.  So, the program is not listed here.

iii. Adaptive sampling

%*****************************************************************

%

% Coarsely sampling

% This program is used to generate the data sets after adaptive

% sampling, and the result is saved in a text file.

% Jessie

% Aug, 2004

%

%*****************************************************************

clear all;

clf;

time1=clock; % simulation start time

%-------------------------------------------------------%

% Parameter initialization

simTime = 50;  % simulation time

T=1/2400;   % symobl period of transmitted signal

Ag = 3.14 * 1/180; % threshold to decide if another division is needed

Nd0 = 9; % Maximum number of division (2^n-1)

%--------------------------------------------------------%

%********************************************************%%

% Upload the result of coarsely sampling

load ('test1_cosa.txt');

x=test1_cosa(:, 1);

y=test1_cosa(:, 2);

z=test1_cosa(:, 3);

tri = delaunay (x,y);

%--------------------------------------------------------%

%********************************************************%

%********************************************************%

%--------------------------------------------------------%

% Adaptive sampling: 

% 1. Get each triangle subsequently

% 2. Decide if this triangle needs to be divided into two triangles

% 3. If yes, divide the triangle into two triangles and put the two triangles

%  back to the triangles pool.

% 4. if no, get another triangle until end

%--------------------------------------------------------%

Ns = size(x); 

ns = Ns(1); % Number of total sample points

Ntotal = size(tri); % Number of all the triangles after coarsely sampling

Nt = Ntotal(1);

for i=1:1:Nt

    total_triangle = Nt   % for debug

    current_triangle = i   % for debug

    Nd = 0; % times of the division

    %.....................................................................

    % Get one triangle and choose the vertex with right angle as the Point2

    a = tri(i, 1); % Index of Point 1 of the triangle

    b = tri(i, 2); % Index of Point 2 of the triangle

    c = tri(i, 3); % Index of Point 3 of the triangle

    Pa = [x(a), y(a), z(a)];  % Coordinates of Point 1 of the triangle

    Pb = [x(b), y(b), z(b)];  % Coordinates of Point 2 of the triangle

    Pc = [x(c), y(c), z(c)];  % Coordinates of Point 3 of the triangle

    % Assign Point 2 as the vertex with right angle

    if x(a) == x(b)

        if y(a) == y(c)

            P2 = Pa;

            P1 = Pb;

            P3 = Pc;

        else 

            P2 = Pb;

            P1 = Pa;

            P3 = Pc;

        end

    end

    if x(a) == x(c)

        if y(a) == y(b)

            P2 = Pa;

            P1 = Pb;

            P3 = Pc;

        else 

            P2 = Pc;

            P1 = Pa;

            P3 = Pb;

        end

    end

    if x(b) == x(c)

        if y(a) == y(b)

            P2 = Pb;

            P1 = Pa;

            P3 = Pc;

        else 

            P2 = Pc;

            P1 = Pa;

            P3 = Pb;

        end

    end

    %.....................................................................

    % Put this triangle into the triangle pool, represent as Pool(1,:) which

    % includes all the coordinates of the 3 vertices.

    Pool(1, 1:3) = P1;

    Pool(1, 4:6) = P2;

    Pool(1, 7:9) = P3;

    Ntp = 1; % Number of triangles in the pool

    %.....................................................................

    % Get a triangle from the pool and decide if it needs to be divided

    id = 1;

    while id <= Ntp

        P1 = Pool(id, 1:3);

        P2 = Pool(id, 4:6);

        P3 = Pool(id, 7:9);

        % Divide this triangle and record the new sample point which divides

        % the triangle

        ns = ns+1;

        Nd = Nd+1

        P4(1) = (P1(1)+P3(1))/2;   % the coordinates of the new point

        P4(2) = (P1(2)+P3(2))/2;  

        nn = 0;

        mm = 1;

        m = 1;

        while (nn == 0) & (m < ns)

            if (P4(1) == x(m)) & (P4(2) == y(m))

                nn = 1;

                mm = 0;

                P4(3) = z(m);

                ns = ns-1;

            end

            m = m+1;

        end

        while mm == 1

            k = 10^(0.1*P4(1));       % new K-factor in simulation         

            RMSdelayoverT = P4(2);    % new RMSdelay/T in simulation

            %------------------------------------------------------------------

            % Calculate the delayvector in simulation              

            RMSdelay = RMSdelayoverT * T;

            gainvectordB = [0 -3 -6 -9 -12];

            totalgain = 1+10^(-0.3)+10^(-0.6)+10^(-0.9)+10^(-1.2);

            gainvector = [1 10^(-0.3) 10^(-0.6) 10^(-0.9) 10^(-1.2)]/totalgain;

            g2 = gainvector(2);

            g3 = gainvector(3);

            g4 = gainvector(4);

            g5 = gainvector(5);

            A = g2 - g2^2 + 4*g3 -4*g3^2 + 9*g4 - 9*g4^2 + 16*g5 - 16*g5^2 - 4*g2*g3 - 6*g2*g4 - 8*g2*g5 - 12*g3*g4 - 16*g3*g5 - 24*g4*g5;

            delaystep = RMSdelay/sqrt(A);

            delayvector = [0 delaystep 2*delaystep 3*delaystep 4*delaystep];

            %------------------------------------------------------------------

            %------------------------------------------------------------------

            % Run the simulation using the new channel parameter and get the

            % BER

            set_param ('ppe1/Rician Fading Channel', 'K', 'k');  % set parameter K

            set_param ('ppe1/Multipath Rayleigh Fading Channel', 'delayVec', 'delayvector')

            sim('ppe1',simTime); % run simulation

            P4(3) = ErrorVec(1); % get Ber value from last simulation

            P4(3) = log10(P4(3));

            sprintf ('The number of the new sample point:')

            ns       % for debug

            mm = 0;

            x(ns) = P4(1); % record the new sample point

            y(ns) = P4(2);

            z(ns) = P4(3);

            [x(ns) y(ns) z(ns)]

        end

        %------------------------------------------------------------------

        %------------------------------------------------------------------

        % Calculate the angle of the normal vector of the first triangle P1P2P3

        P2P1 = [P2(1)-P1(1), P2(2)-P1(2), P2(3)-P1(3)];

        P2P3 = [P2(1)-P3(1), P2(2)-P3(2), P2(3)-P3(3)];

        Norm0 = cross(P2P1, P2P3); % normal vector of the triangle P1P2P3

        % Calculate the angle between the first triangle P1P2P3 and second triangle P1P2P4

        P2P1 = [P2(1)-P1(1), P2(2)-P1(2), P2(3)-P1(3)];

        P2P4 = [P2(1)-P4(1), P2(2)-P4(2), P2(3)-P4(3)];

        Norm1 = cross(P2P1, P2P4); % normal vector of the triangle P1P2P4

        Ag1 = acos( dot(Norm1, Norm0)/ (norm(Norm1)*norm(Norm0)));

        % calculate the angel between the first triangle P1P2P3 and third triangle P2P3P4

        P2P3 = [P2(1)-P3(1), P2(2)-P3(2), P2(3)-P3(3)];

        P2P4 = [P2(1)-P4(1), P2(2)-P4(2), P2(3)-P4(3)];

        Norm2 = cross(P2P4, P2P3); % normal vector of the triangle P2P3P4

        Ag2 = acos( dot(Norm2, Norm0)/( norm(Norm2)*norm(Norm0))); 

        % Decide if another division is needed

        if (Ag1 >= Ag)||(Ag2 >= Ag)

            % Another division is needed, put the divided two triangles into the pool

            % and wait for the next division

            Ntp = Ntp+1;

            Pool(Ntp, 1:3) = P1;

            Pool(Ntp, 4:6) = P4;

            Pool(Ntp, 7:9) = P2;

            Ntp = Ntp+1;

            Pool(Ntp, 1:3) = P2;

            Pool(Ntp, 4:6) = P4;

            Pool(Ntp, 7:9) = P3;

        end

        %When division number is bigger than 14, stop division and go to 

        %get another coarsely sampled triangle

        if Nd >= Nd0

            id = Ntp;

        end

        id = id+1;

    end

end

%..........................................................................

% Plot the surface in three dimensional graph 

% -------------------------------------------------------------------------

tri = delaunay(x,y); % The index of set of triangles

figure(2);

trisurf(tri,x,y,z); 

%view ([-37.5 -30])

xlabel('K-factor (dB)');

ylabel('RMSdelay /T');

zlabel('BER');

title('BER vs K and RMS delay of wireless communication system with Rician Channel');

% Save the result in a text file for future use

% -------------------------------------------------------------------------

z0 = [x'; y'; z'];

fid = fopen ('test3_adsa.txt', 'w'); %open the text file

fprintf(fid, '%12.8f %12.8f %12.8f\n', z0); % write results in the text file

fclose (fid); %close the text file

% Calculate total simulation duration

time2=clock;  % simulation end time

time = time2-time1 % simulation duration       

%********************************************************%

%--------------------------------------------------------%

% End of program

iv. Program used to calculate the rms error 

The program used here to calculate the rms error is the same as the program used to calculate rmse when the adaptive sampling is tested by a function.

b. Results

The comparison of different sampling methods which are used to generate BER surfaces corresponding to K, RMS delay/Symbol period with DBPSK modulation scheme is shown in Fig 4-7. The comparison of different sampling methods which are used to generate BER surfaces corresponding to Maximum Doppler frequency, RMS delay/Symbol period with DQPSK modulation scheme is shown in Fig 4-8.
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